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and Pentland. In this work we have investigated the a p  
f;hce and verification under pme and pruachm lor pose inmriant face recognition ant1 proposecl a 

Illumination IB st i l l  a challenging problem. I n  thls work a 
nwel apprmch for pose face rewgnition based on ~imel  approach based on artificial nrural network learning 
aritificial neural network under sirnilat. illumination eondi- for eagle invariant face verification system for biometric ap 
tian is proposed. The neural network is trained to learn the plication. In the next sec-tion we pment in wqr brier the 
face features with variation of  pose and interpolate the face 
features for any unknown pose, leading to  a good matching 

approaches for ddrmsing the problem ol pose variation 
with the image. =he simp,e implernentatjon by in connection to race recognition. The Sollowing section 
ulntion experiment with WDIP data bacle shows promising explains our idea and approach to adclrees the probkm rol- 
result. 

Face recognition tecllnoIogies [I] are gaining importanw 
Eom academic research to commercial products Iar past 
decade as computational power or computers is rapidly in- 
creasing. Though comparatively easier lor human being, 
automated t c e  recognition by computers in uncontrolled 
environment is an e.trt?mely complex !xd highly difficult 
task. Tlirre arp variety of approaches reportecl so far in the 
literature for recognition of face images. But still the best 
race identification systetne are restricted to frontal face inl- 
age5 t a k ~ n  under controlled lighting conditions. Lot of re- 
searches are going on to develop unconstrained race recog- 
nition system [Z], specially for pose nnd illumination in- 
vnriant lace recognition [3], lor a wide variety ui real time 
applications. Persun autlientication lrom lace m-ification 
is considered to be a pmsive cmd m e  of the nlmt nonirl- 
trusive modalities or biornetrics. For biometric apphcatlon 
we need to identify a particular person in red time whose 
lace image i s  already registered in the system. Fur proper 
verification, the input image {probe imag~) shoultl exactly 
match to the registered inla* ( g a l l ~ ~  irnag~) of that par- 
ticular person and not with anyone else's lace image and 
at the same time ttie algorithm should not faiI to irlentily 
the genuine person. Thr task hwumes difficult when only 
single image o l  inrliiddual is registered in the data base and 
the probe image differs considerably in pose. 

Wce recogr~itian algorithms extract reature vectors from 
an input (prohe) image und search the database {gallery 
image) for the closet vector. There me two classes of algo- 
rithms. model based and appearance based. hjodel based 
algorithm use an explicit 2D or 3D models or the face 
wlr~was appearance Lased methods usp image pixcls or fra- 
tures dwived from them. Being computationally simpler, 
appemance b a s 4  paradigm is rnore popular. One o l  tlle 
significant work being the pigenrace approach by Turk 

l o w ~ d  tq* our simulation crxperiments and resrtlts. The last 
section contains the conclwim anti discussion. 

According to FER,ET and FRNT [5] test reports, p~rfor- 
m a c e  of lace r~cognition sptems drop significantly when 
large pose mriations are present in the input imageu and 
it i s  a major research issue. Approaches to address the 
pose variation problem are mainly classified into three cat- 
egoriw: 

1. Single-virw approach in whirh invariant features or 
3D rriodel based rn~tliclds are wed to produce a canon- 
ical frontal view From various pose. In [6] a Ga- 
bor wavelet based feature extraction method is pro- 
pos4  which is robust to small angle lariation. This 
approxli did not receive much attention due to corn- 
plexity and computational cost. 

2. hlultiview face recognition, u direct extension of a p  
pearance based frontal image recognition in whirh we 
need gallery images uE ewly sul~ject at every pose. 
Earlier wurks un pose in.t7ariant appearance b w 1  mul- 
tiriew algorithms are raported in [7] [8].  Some of the 
recent works are reported in [9]. >lost algorithms in 
this category require several images or each subject in 
the data base, cunsequently r~quire a lot more compu- 
tation and storage. 

3. Class based liybricl methods in which multiview t r i n -  
ing images are alailable during training but o1Jy one 
data  ba.w image per person is uvailablt~ during recog- 
nition. Sum~rous algorithms in this categoq- have 
been proposed. The popular eigenfac~ approach [4] 
hw been extended in [10] in order to achieve pose- 
invariarire. In [I11 a robust face r~cogrbition s c l l ~ n l ~  
bawl orr graph matching has been proposed. >,!ore 
recent niethuds to address pose and illuminatio~i are 
proposed in [la], [13] [Id], [15]. 
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Fig. 1. Block Diagram or Face ~ognition/Verif ic~ticro System 

General Face f7ecognlltorr~VwlIcflIton W l e m  

I ... 

- 
Face U e M m  F- Enr- 

Fig. 2. Ooncrd Fhcc ~gni t ion/VcriRcat ion  Syatim 

The simplest approach to address this problem seems to 
look lor a r~ature which does not vary with the variation ul 
angles, hut in reality, variation al the most features due to 
pow exceecls variation of h tures  across individuals, jeop- 
ardising the recognition process. Prince and Elden [16] pre- 
sented R heuristic algorithm to construct a single r~ature 
wlduh does not vary with pose, Murase and Nayer [17] 
haw used principle component or many views to visual- 
ize the change due to p o x  variation. Graham and Nli- 
son 6181 sampler1 input sequences or varying pose to form 
eigensignoture when projected into an eigenspace. A good 
r ~ v i ~ w  oC the approaches can be round in [3] [19]. 

In  this work we propose an algorithm fur angle in~wi- 
ant fare wrifirat.ion in which a11 artificiill rieural network 
is trained to capture the variation ai Eeatures of the face or 
an individual with angle by using the known lace images 
at different angles or tlie same individual. The trained net- 

Matching 

Fig. 3. Block Diagram of Prupoad E k c  ko~nition/Vcrilication 
Sy slcm 

work then interpolates the features of a face image at any 
unknown pose. The registered data hare (gallary image) 
consists or tile trained neural networks corresponding to 
each subject. 

The block diagram of a general lace recognition system 
is shown in Fig.(l). Fig.(reCfig:figla) represents an exam- 
ple of gmerd race recogition/verification system. In the 
image registration pphasr, face image is detected and Face 
features are Inrtractecl rrom the i tnag  and the database 
(gallery imae;e) is constructed to represent the Face of a 
particular face with its feature values. For face recogii- 
tion/verification system, in recognition/verification phase, 
features horn tlie probe image are extracted and the kature 
vector is niatchecl with the data base ol all faces to recog 
nixe t11e lace or the particular face to be verified. Decision 
is taken dcpendirig on the matching score. 

Now designing race rerognition system, se\'c!raI features 
are reported in the literature. Some leatures are more de- 
pendant or1 lace view and less dependant on lace id~ntity 
whereas some leaturps are less dependant on face view and 
more dependant on kce identity. 

In our approach Tor mgle or pose ir lwiant face recog- 
nition cor~ceptually WP propose two w t s  of C~atuws as (I) 
angle leature which represents the pow or the lare and 
(2) face features which represent the facv ~dentity of the 
person. Xow our algorithm consists of two steps: 
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Registration Phase 
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Verification Phase 

Fig. 4. Proposed Facc Recognitjon/Verification Syatem 

1. Training stage: In this stage samples oi faces oi a par- 
ticular person for different views are collected. From 
each face sample, the two sets of features, angle fea- 
tuws and face katures are extracted. Now a multilayer 
perceptron is trained with the two s ~ t s  of leatures, an- 
gle features as input and lace features as output. The 
trained nrtwork is suppos~l to interpolate race ka- 
tures at a particular person's face with any unknown 
view (not used during training). For each subject, sep 
arate neural a~twork i s  wet1 for training with multiple 
views vi the same person. Trained neural networks for 
each subject act HS the data bosr. 

2. Recognition or verification stage: In the face recogni- 
tion or Tare v~rific~~tion stag tile two sets of features 
from the probe image are extracted. Now from angle 
features, the face features are calculated from trained 
neural network of the person to be wrified (in case 
of rare wrifiration) ant1 from dl nrurd n~tworks (in 
case of face recopition). The matching is done be 
tweeri the extracted late feature and the calculatd 
face Ieature from the trained neural network. II the 

two values match (in case of verification) wit hi a p r e  
specified limit, the verification process is declared to 
be successful (access allowed). In case of race recogni- 
tion the closest matdling race is recognized. 

The block diagram or the propwed system is shown in 
Fig.(3). 

Fig.(reffig:2a tepresents an example oi proposed late 
recognit,ion/verification system. 

For simple ixnplementatiorl of the proposed approach, in 
this wurk we haw usrd the rdlawing S& of [eakires as the 
angle feature set and lace feature set. 

1, Angle Eaturrs: The location of the eyes and the 
mouth are detected horn the 2D face images. Let tlre 
coordinates of the locations are: leFt eye L (sl, yl), 
right eye R (x2 ,  y2) ancl mouth M (xg, y3). Now the 
reatures are taken as the distance Dl = the length of 
L R ,  D2 = the I~ngth of RbI, DJ = the length oT LM, 
rnl (the gradient of line LR.): m2 = 

(the gradient o l  line RM) and m3 = (the 
gradient of line LM). Thus the Seatwe set used is 
(Dl, Dl D3, rnl, m 2, m3). Though these t~atures are 
to some extent person dependent, not ideal mgle iea- 
tures, the variatiun of these features are murv prurni- 
rlent with change in view (pose) than with change of 
person. 

2. Face leatures: Though there tlre s ~ r ~ r a l  set of features 
known ta represent identity of a person, in this wurk 
we used the most popular principal component analy- 
sis (PCA) [or simplicity. Cabor wav~lets are also orre 
of the good candidates which are known to be invari- 
art of angles witl~in small change of angles. 

hi this implementation other assumptions arc! iollows 

The multiple in~agea with different an~1:les ol each s ~ b -  
ject are taken with the same distance between the cam- 
era and the subject. 
All the images are taken with similar illumination ron- 
dition. The dfect Tor the chanp of ilIun~ination is not 
studied here. 
The rotation plane is parallel across the! eye I~vel. 
Thp range or rotation considered here is [rum -60 de- 
grw to + 60 degee. 
The race images are normalized and of same size (from 
chin tu brehead) 
The size of all the images used are 40 x 10 pixel. 

a 1 2  principal coniponents are used to reprpsetlt the fea- 
tures oi the face (dimension r~luct iun [rum 40x40 
=I600 to 12 ). 

4 Euclidean distance is used as the similarity m e m w  for 
rnatdiing of the probe irnag~ with gallery images (be- 
twepri the extracted irtce f ~ a t u r ~  vmtor and t h ~  calcu- 
latecl face feature vector frurn r~eural network output). 
The snidIer values represent better match. 
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Fig. 5.  Sample Taws in HOIP data bmc 

Pig. 6. Sirnillation Rmi~ltm for Caw 1 

L 1 

irnapp uE300 subjects (150 male and 150 female) ol  various 
age (horn 15 to 64) wit11 73 different poses (change or every 

. 
5 " ). An example ol Faces in H O P  data base is shown in 
Fig.15). 'I%? svl~cted a subs& of the data for 50 subjects ; (23 male and 25 female) in the range of -60 ' to f 60 " fur : 

m i  . 
our ~irnulatlott experirnerlt as beyond that, our algorithms 2 
will not work and lor practical face verification system the 
chanps in face views generally occurs in this region. Three 
srts of simulation experiments have been (lone. 

- m i  
& I  = i 

1 M 

Here we u ~ e d  data of faces with views or 10 ' apart for 
training. We user1 faces ol each subject with a~lgles -60, 
-30, -40, -30,-20,-10, 0, 10, 20, 30, 10, 50, 60 degrees re- 
spectiveIy Tor training and used laces with angles - 55 ,45 ,  
-35, -35, -15, -5, .5, 15, 2.5, 3.5, 4.5, 55 randonlly Tor probe 
irnages. For neural nenvork trRining 6 dimensional angle 
reatures are used as input and 12 diniensio~ial icletltity Fpa- 
tures (principal component) are us4  as output. The num- 
ber of neurons in the mput, output and hidden layer uf 3 
layer reed rotward network hatre been used as 6, 12 and 16 
r~spectively., The neural network was trained to lower the 
error to .001 by back propagation algorith~n. 

Simulation experiments have been done using H O P  data 
base available horn 1201. HOIP data base contains face 

Fig. (6) represents the matching scure (distance values) 
ot the prol~r image with the gallery image of sanie per- 
son nnd the avetap score or probe image with gallery irn- 
ages or o t h ~ r  persons with variaus pose angles. The ex- 
periment has been repeated fur 100 timm wit11 ra~idornly 
chosen faces. The lower curve reprents the mathcing score 
for same person and the upper curve represents the alp- 
erage of other persons. For traking data with multiview 
laces with 10 degrr~s apart the results UP quite prurrlising. 
Selecting proper thr~shrdd for matching score, false xccep- 
tance rate is d i e d  as 0%. The recognition rate on the 
averap is achieved as 92.7%. 

-M r- 

F~R. 7. Simiilalioa &%illtfl for caw 2 

Here we used data of races with 20 * apart lor training 
i,e we used races of each subjet? with angles -60, -10, -20, 
0, 20, 40, 60 drgrm revpertively for trainina the neural 
network and used other races randomly for probe images. 
Neural n~twork with s m ~  stlucturp and parameters as in 
case 1 hm been used for learning. 

Pig. (7) represents the matching score (distance values) 
of the probe image with the gallery image ool same person 
and the nveragp score ol probe image with gallery irrlages of 
other persons with various posr angles for case 2 or the sim- 
ulation experiment. The experiment has been repeated for 
100 times wit11 randomly chosen races. In this caw the tun 
graphs we not as separated as in case 1. Selecting different 
thresholds the I~IF accetance rate could b~ achriwd as 0% 
b ~ ~ t  genuine persons are denied (false rejection rate) on an 
average 5% ol trials. Average recognition rate is achieved 
as 88.5%. 
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Fig. 8. Simillat,ion Rt.sull~ for Cme 8 

Here we wed data or faces with 30 ' apart for training 
i,e we used faces of each subject with angles -60, -30, 0,30, 
and 60 degrees respccti~;ely Tor training the neural network 
and used other races ranclomly for probe images. Neural 
network with same structure antl parameters as in case 1 
has been used fur learning. 

Fig.@) represents tlte matching score (distance values) 
of the probe image with the gallery i m a p  ot same person 
and the average score or probe image with gallery imaws 
o l  other persons with various pose angles for case 3 of the 
simulation experimmt. The w e r i m a t  has been repeated 
lor 100 times with randomly chosen Faces. In this case two 
graphs are not s~parat~d mucl~. Proper selec%ion of thresh- 
old Cur matching score has been difficult. False acceptance 
rate and Fds~ rejection rate have been on the avarage more 
than 10%. The results were not very stable also, This 
has happened may be due to poor training oE the neural 
network. 

V. CONCLUSION AND DISC:VSSION 

In this work we have presented a simple concept or 
addressing view invariant face verification problem using 
It?ltrning of feedforward neural n&work. The concept is 
basec1 on the assumption ol trvo sets of features, one be- 
itig view dependant w d  the other being view independant. 
In practice such reaturn are difficult to extract. IVt! used 
some simpIe irnplemrr~tation a r ~ d  founrl promising results 
wl~en nunib~r  o l  trair~ing data is large i,e, marly views are 
preumnted, which is ,of course, wlC explanatory. But with 
simple Ikatures xnd lew training samples with few views the 
verification rate  is not too had. For the identity features, 
other features like Cabor wa~clets can be used instead OF 
pririciple component analysis. In fact s transrotmation or 
mapping of f~atures tx, angle invariant and mgle dependant 
leature space could be a good solution for this approach 
to become successlul. The leamirig and proper tturiig of 
neural network is also important lor the succws or this n p  

proach. Though t h ~ r e  are sewral points to he impmved, 
the initial simulation results with a subset of HOW data 
base seem auite promisinn. 'L'arious extension and modifi- 
cation o l  the proposwl approoacli h currently under inwsti- 
gation. 
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