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Abstract 

 
Using OCR programs is one of the best ways to 

convert written and printed documents into digital 
form. The first phase in OCR is segmenting the input 
image and identifying text and non-text regions. This 
paper proposes a new method for segmentation of 
Persian printed texts which is based on the Ink Spread 
Effect. Considering that the Persian scripts are very 
different from the English script, most methods 
proposed for the English script have not rendered 
good results for the Persian scripts. The method 
proposed in this paper has been designed considering 
the special features of the Persian scripts. In addition, 
one of the most important characteristics of this 
method is resistance to skew. Moreover, the proposed 
approach is directly applicable to Arabic scripts.  
Keywords: Page Segmentation, Optical Character 

Recognition (OCR), Persian Document, Ink Spread 
Effect. 
 
1. Introduction 
 

Nowadays, considering the advantages of digital 
documents, it is necessary to convert written and 
printed documents to digital form [1,2]. Presently, the 
best method to convert written documents to digital 
form is to use OCR (Optical Character Recognition) 
software. In most OCR methods, the first phase is 
segmentation of input pages. Different definitions have 
been proposed for segmentation. However, the concept 
shared by most of the definitions is to find similar 
regions in the document and labeling them as text, 
image, table and so on [2-4]. 

Much work has been done in recent decades for 
segmentation and many algorithms have been 
developed [2,5-8]. Segmentation of pages in special 
cases, e.g. for English printed pages, is considered as a 
solved problem [6,7]. Most proposed methods assume 
that the input is a binary image [2,6,9,10]. Indeed some 

methods have also been proposed for color images 
[11], but, due to the complexity of color pictures and 
the fact that most documents like office letters and 
books are not colored; methods based on binary or 
grayscale images are widely used. The method 
proposed in this paper assumes inputs as grayscale 
image. 

Segmentation methods are generally classified into 
three groups [14]: Top-down methods [13], bottom-up 
methods [2,9] and hybrid methods [12]. The method 
adopted by this paper is a bottom-up one. 

From another point of view, segmentation methods 
can be classified into two groups [4,13]: First, methods 
designed for a special application and pages with 
certain characteristics such as table of contents (TOC) 
[15], TOC and indexes [16] and mailing addresses on 
postal parcels [17]. These methods use the specific 
characteristics of those documents like that they have a 
tabular form, or page numbers are usually short [16]. 
The second group is general algorithms that do not use 
certain characteristics of documents. The method 
proposed in this paper is included under the second 
group. 

Most methods were proposed in the preliminary 
years and some new methods suppose that the 
document structures have a rectangular form 
[1,2,10,18,19] while new methods try to segment 
complex and irregular pages as well [4,9,12,20]. The 
proposed method has no hypothesis on the 
rectangularity of regions. 

In terms of sensitivity to skew, most methods are 
skew-sensitive like [1] and some can tolerance small 
skew like [4,13,20]. One of the advantages of the 
proposed method is its skew resistance. 

Most of the above mentioned methods are for 
printed texts. This is natural considering that the main 
application of OCR methods is for printed texts. Some 
work has been done indeed for segmenting 
handwritten texts [7,21-23]. 

This paper provides a new method for segmenting 
Persian and as well as Arabic printed texts. It is based 
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on the Ink Spread Effect. This method is resistant to 
skew and has no hypothesis about the input page. This 
method has been designed mainly for Persian and 
Arabic texts. However, according to a limited number 
of tests that were performed on English texts, it seems 
that the method can be used for other languages as 
well. 

The structure of this paper is as follows: in section 
2, the special characteristics of the Persian and Arabic 
scripts are expressed. In section 3, the proposed 
algorithm will be provided. The results of 
implementing the algorithm are provided in section 4 
and, finally section 5 provides the general conclusion. 
 
2. Special Characteristics of Persian and 
Arabic Scripts 
 

This section discusses two important characteristics 
of the Persian and Arabic scripts that distinguish them 
from the English script. These two characteristics, as 
mentioned in [10,18,21], highly affect the accuracy of 
OCR systems. 
 
2.1. Dots 
 

In English alphabet only two letters have dot, “i” 
and “j”, while, even if their dot is removed, it will still 
be possible to recognize them. But in Persian, 18 out of 
the 32 and in Arabic 15 out of the 28 letters have dots. 
In most cases, the letters can only be recognized from 
each other only according to the position or the 
number of dots. This makes dots highly important and 
they should not be deleted under any circumstances. 
On the other hand, the sizes of the dots are very small 
and are very close to the sizes of the noises that may 
appear in images due to scanning or the low quality of 
paper [24]. For example, in one of the pictures of the 
test collection that had been scanned with 300 dpi, the 
dot size of the small fonts (almost size 8) was 
approximately 2 to 8 pixels while the size of noise was 
about 5 pixels. This similarity is so strong that even a 
human user should pay attention to the context in order 
to be able to recognize the noise in some cases, and 
this is almost impossible to be done during the 
segmentation phase. Therefore, no noise removing 
algorithm was used in this method because the tested 
methods each resulted in the removal of a considerable 
percentage of dots. 
2.2. Cursive Writing 
 

In Persian and Arabic, letters are connected during 
writing (words are cursively written). As a result, the 
connected components in a certain section of the text, 

such as a line, are not similar and the component sizes 
are very different from each other. In English, by using 
the relative uniformity feature of the component size, 
most non-text components can be removed [9], while 
this is not possible for Persian texts. 

 
3. The Proposed Algorithm 
 

This section provides the proposed algorithm. In 
general, this algorithm consists of three phases: 
1. Pre-processing; 2. Simulating the Ink Spread Effect; 
3. Specifying the segments. In section 3.1, the pre-
processing and preparation phase of the image for 
segmentation has been discussed. Pre-processing 
action can strongly affect the results [19]. The main 
idea of the proposed method is the ink spread effect on 
a paper. This idea and its simulation are explained in 
section 3.2. In section 3.3, the final phase in which the 
pieces are specified is explained. In section 3.4, it is 
shown how the results for very complex or low-quality 
pages can be improved by running the algorithm for 
several times. 
 
3.1. Pre-Processing [26] 
 

In this work, it has been assumed that the input 
image is a grayscale image obtained by scanning a 
page. The first problem is to convert the grayscale 
image into a binary image. One of the most common 
ways is to use a threshold level such as α. Thus, pixels 
which are greater than α, are considered as white and 
the rest as black. In some methods, such as [1], default 
thresholds are used. This is good for uniform pages. In 
general, however, considering the varying amounts of 
brightness in different texts, it is not a good method. In 
our method, the Otsu method, which is provided in 
[25], has been used. With this method, the threshold is 
dynamically calculated. As it is mentioned in section 
3.4, by applying this method on regions with gray 
background, which are, for example, created due to 
scanning color images, the background is entirely 
removed. 

After this phase, connected components are 
calculated with the method provided in [25]. Then, 
very large components (which are bigger than a 
predefined threshold β), are removed as image regions. 
Considering that the letters are connected, this 
threshold must be very big because connected 
components in the titles can be very large, and 
consequently, if we choose small values for β, then the 
titles may be removed. In the next phase, the lines and 
frames are removed. To do this, for each component, 
minimum and maximum of x and y of its pixels are 
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calculated, where x and y indicate the coordination of 
pixel. Then, the smallest rectangle that encompasses 
the component (with corners (minX, minY) and 
(maxX, maxY)) is founded. If the proportion of height 
to width or width to height of the component is more 
than γ, the component is removed as a line. If the 
proportion of the black pixels to the area of the 
rectangle is less than δ, the component is removed as a 
frame. In addition, components in which the 
proportion of the black pixels to the area of the 
rectangle exceeds a certain ζ and also their size 
exceeds a threshold η (i.e. they were not dots), will be 
removed as photo regions. Similar techniques are used 
in other methods such as [20]. 
 
3.2. Simulation of the Ink Spread Effect 
 

The main idea of our method was inspired by the 
ink spread effect on paper. While writing on paper 
with ink, ink is smeared around words to a certain 
extent. The progress of ink around words depends on 
the word size or, in other words, the word volume and 
the amount of ink used for writing the word. Inspired 
by this phenomenon, in the Ink Spread Effect 
simulating method, each connected component extends 
all around in proportion to its size. If this is done 
carefully, all the components in a paragraph or a 
column connect to each other to form a whole 
component. Also, the separate paragraphs or columns 
form separate components. 

For simulating the ink spread effect, first the 
spreading radius for each component is calculated. In 
general, the size of a component has a relation to the 
square of its font size. Moreover, the distance between 
lines and words is proportionate to the font size. We 
found that, if the spreading radius is selected 
proportionate to the font size, the different words of a 
paragraph will connect to each other. Font size of a 
component can be approximately considered to be the 
square root of the component size. In our method, a 
linear relation proportionate to the square root of the 
component size is used for the spreading radius and the 
coefficients relating to this relation are calculated 
according to the sample images. While examining the 
sample images, it was seen that most titles were one 
line and the distance between titles and the relevant 
text was equal to the distance between two lines with 
the title font. Therefore, for big components that are 
likely titles, the spreading radius is modified in order 
to prevent connection of the title to the following text. 
To simulate the ink spread effect, for each border 
pixels of the component (pixels with a white 
neighbor), a filled circle with the spreading radius 
centered on that pixel is drawn. 

3.3. Specifying the Segments 
 

In this phase, first the connected components of 
image resulting from previous part are calculated. 
Whereas we assume that each text segment has more 
than one word, the text segment size is bigger than a 
threshold λ. On the same basis, components smaller 
than λ are not text segments, so they are deleted. As a 
result, many components that have been created from 
noise or parts of photos are deleted and the total 
number of components is reduced. Each of the 
remaining components is considered as a text region. 
The resulting image is used as a mask and, using it, the 
regions relating to each segment are specified from the 
output image of phase 3.1. 
 
3.4. Repetition for Improving the Results 
 

On complex pages such as general magazines, the 
different text regions vary in terms of brightness, and, 
as a result, the binary-making algorithm does not work 
well. Therefore, one can first run the entire algorithm 
so that the regions are specified to a certain extent. 
Then, in the second iteration, the binary-making 
algorithm is run separately for each component. This 
process, removes background of text regions with non-
white (gray) backgrounds. 
 
4. Experimental Results 
 

This method was tested on 16 images and the 
results were carefully examined. This collection 
consists of pages of a sports journal with a low-quality 
paper similar to the conditions of newspaper pages 
[24], a specialized computer book, a general computer 
magazine with an acceptable print quality and some 
advertisement brochures. For the specialized book, 
considering the normal structure, most regions were 
recognized correctly (Figure1.). Few words that were 
deleted were cases in which the space between the 
words of a line had been more than the normal limit in 
order to make the page more beautiful in typesetting. 
As in the case of the general computer magazine, 
because of the clear structures and the good quality of 
paper, good results were obtained (Figure2). The 
deleted words were mainly in the title. As to the 
brochure, the pages were cramped and the fonts were 
small. In addition, there were numerous pictures and 
the background was mainly a color background. 
However, the results are good (Figure3). As to the 
sports magazine, despite the lower quality, the binary-
making operation was carried out very well (especially 
by repeating the algorithm) and the connection of the 
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components was due to the close distance of the 
different columns (Figure4). 

In terms of error, there was only one case of 
horizontal merge of the text regions and a few cases of 
vertical mergers. As horizontal merger had an 
undesirable effect on the quality of the OCR system 
[5], the quality of this method is high from this point of 
view. Indeed, in cases in which the texts are very close 
to the images, the images are considered as a part of 
text segment. Most non-text segments were relatively 
small regions and were parts of photos. All texts within 
tables, frames and with a non-white (gray) background 
are well segmented. No change was seen in presence 
of skew. Time needed for processing each image on an 
ordinary laptop computer is less than one minute. 

 
5. Conclusion 
 

This paper provides a method for segmenting, based 
on the ink spread effect, which is a new idea. This 
method is highly resistant to skewing. Areas with a 
gray background or within frames or tables are 
specified well and are processed with an acceptable 
speed. In addition, no training is required and it has 
been designed for a general state rather than a specific 
use. Therefore, it can be used for different 
applications. Another important feature is its full 
compatibility with the Persian as well as Arabic 
scripts. 

 
 
 

 
(a) 

 
(b) 

Figure 1. Sample page from a Book with 
severe skew (a) original page, (b) segmentation 

result 
 

 

 
(a) 

 
(b) 

Figure 2. Sample page from a computer 
magazine (a) original page, (b) segmentation 

result 
 

 
(a) 

 
(b) 

Figure 3. Sample page of an advertisement 
brochure (a) original page, (b) segmentation 

result 
 

 

 
(a) 

 
(b) 

Figure 4. Sample page of a sport magazine 
(a) original page, (b) segmentation result 
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