
Abstract—Human emotions are deeply intertwined with 
cognition. Emotions direct cognitive processes and processing 
strategies of humans. The goal of this work is to design a model 
with the capability of classifying the uncertainty, contradiction 
and the cognitive nature of the emotions. For achieving this, 
3D cognitive model is designed. This model enhances our vision 
of classification of emotions produced by reinforcing stimuli. 
In this model the dimensions represent the positive reinforcers, 
the negative reinforcers and the emotion content present. The 
positive reinforcer increases the probability of emission of a 
response on which it is contingent, whereas the negative 
reinforcer increases the probability of emission of a response 
that causes the reinforcer to be omitted. This model increases 
the number of emotions, that can be classified. Presently this 
model can classify 22 emotions subject to the presence of a 
facial expression database. It has the flexibility to increase 
upon the number of emotions. For emotion (pattern) 
identification, the pose and illumination factor are removed 
using Gabor wavelet transforms and the size is reduced by 
finding its principle components (PCA). This component 
vector is used for training the neural network. The test result 
shows the recognition accuracy of 85.7% on The Cohn-Kanade 
Action Unit Coded Facial Expression Database. The real time 
processing for identification, aids in applying emotions to real 
time audio player. An environment, that is all pervasive or 
ubiquitous, that would sense one’s mental state and play the 
appropriate musical track to maintain the positive emotional 
state or ease from a negative emotional state. 

Index Terms— Cognitive model, Emotions, 3D architecture, 
reinforcing stimuli. 
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I. INTRODUCTION

Cognitive Science is an interdisciplinary science which 
includes the mental states and processes such as thinking, 
remembering, perception, learning, consciousness, emotions 
etc. Of all the kinds of cognition, emotion holds the key for 
human social behavior. Identification and classification of 
emotions by computers has been a research area since Charles 
Darwin’s age. These actions could be performed with the help 
of facial images, blood pressure measurement, pupillary 
dilation, facial expressions and many more quantifiable 
attributes of humans [1].  
Facial expression recognition is an area which poses great 
challenges for the researchers. It is an area where a lot has 
been done and a lot more can be done. Facial expression 
recognition is not a theoretical field but finds practical 
applications in many fields. Coupled with human psychology 
and neuroscience it can come up as an area which can bridge 
the divide between the more abstract area of psychology and 
the more crisp area of computations. 
    The characteristic feature points [10] of a face are located at 
eyebrows, eyelids, cheeks, lips, chin and forehead. The feature 
points after being extracted from these regions help in 
recognizing the various expressions of a face. The first and the 
most important step in feature detection is to track the position 
of the eyes. Thereafter, the symmetry property of the face with 
respect to the eyes is used for tracking rest of the features like 
eyebrows, lips, chin, cheeks and forehead. Splitting face into 
two halves eases the process further. This paper uses Discrete 
Hopfield Networks as the basis for pre-processing  of the 
Face-Signal and then Feature Extraction. 
     A number of techniques have been proposed in this field 
and are being used which include Bayesian Classification 
[11],Gabor Wavelet Transform [12], Principle Component 
Analysis, HMM [13], Line-based Caricatures [14], Method of 
Optical Flow Analysis [15] etc. But they have an inherent 
complexity which makes them opaque and are 
computationally expensive. 
Apart from emotion classification and identification, the 
response from the computers is also being generated for 
making the human-computer interaction livelier.  The field of 
affective computing has emerged for this kind of 
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developments [2].Most of the work in the field of emotions 
has been performed on six basic emotions of humans. The 
architectures [9] defined in this paper by the authors for 
representing all the six emotions are 2D in nature. These do 
not provide space for expressing the contradicting or mixed 
emotions at the same instant of time.  For this constraint, an 
architecture has been developed, which overcomes this 
limitation by defining the emotions in terms of the positive 
and negative reinforcers, which are mutually exclusive, along 
with the emotion content present. It is 3D in nature, which has 
a reward or positive reinforcers on x-axis, punishment or 
negative reinforcers on y- axis and the emotion content on the 
z-axis. This architecture, instead of classifying to a crisp value 
of the emotion,  fuzzifies the emotion by depicting the positive 
and the negative reinforcers present in the input for a 
particular emotion content. The architecture is described in the 
next section, followed by Model Design in section II. Section 
III describes the basic building blocks for the model. Section 
IV and V explain the experiment performed and the results 
obtained. The paper ends with discussion and conclusion in 
sections VI and VII. 

II. COGNITIVE MODEL OF EMOTIONS

A. Description

To simulate emotions on machines, a mathematical model is 
required. Emotions are the states produced by the reinforcing 
stimuli, both the positive and the negative stimuli. On the 
basis of this reinforcement, emotions are classified into two 
categories. The emotions produced after achieving a reward or 
the omission of punishment are termed as positive emotions 
and the emotions produced after getting a punishment or the 
omission of a reward are termed as the negative emotions [3]. 
For example, happy, pride, enthusiasm etc are the first 
category emotions and sad, anger, shame etc are the second 
category emotions. For modeling this nature of emotions, a 3-
dimensional model ( Figure 1 ) is developed. The dimensions 
in the model have immense importance, the first two 
dimensions represent the amount of reward and punishment 
present in the emotion and the other represents the position of 
emotion in the 3D emotional space.  With the help of this 
model , emotions can be expressed as a vector V(R, P, E) and 
for each emotion, this model has unique values. The value of 
R and P is directly proportional to the content of reward and 
punishment in the emotion. The value of E represents the 
position of emotion on the third axis in a 3D space.  

B.Fuzzy Rules 

For writing down the rules for this architecture, the 
manhanttan distance between the desired value, that is a 
theoretical or ideal state (expected subjectively) of emotion 
vectors and the actual value of emotion vector is calculated 
from the architecture. On the basis of this difference, rules are 
written for the classification of facial image to an emotion 
class. The authors have also experimented with Euclidian 

distance, which is giving slightly better results.  The fuzzy 
membership function for an emotion vector A and desired 
value X is,  
                          If |X - A|  0.03
Then A belongs to emotion X  i.e. present (X) = 1 
                          If |X - A|  0.03 & If |X- A|    0.05 

 Then A belongs to the same class with lesser                   
emotion content.                             
                        If |X-A| 0.05                                            (1) 
 Then A does not belong to the emotion category X. 
  The rules with Euclidian distance as the basis are 
respectively,  Eucldist( X,A)  0.04 ; inbetween 0.04 and 0.07 
and greater than 0.07. 

III. SYSTEM ARCHITECTURE
For the architecture defined in section II, we develop a system 
model for fuzzily classifying emotions and playing music as 
an application on the basis of the emotion identified. The 
block diagram for it is shown in Figure 2.  
For the classification and identification, the input used is a 
facial image. In this image, initially the face[10] region is 
found and its intransient features extracted, i.e. eyes, eyebrows 
and mouth. These extracted facial features are used for finding 
out the facial expression vectors by calculating their 
difference from the average image of the facial features. 
Facial expressions are enhanced by removing the pose and 
illumination constraint and reducing the dimensionality to 
only the important components in the vectors produced. These 
vectors are used for learning the emotion patterns. The vectors 
produced are used for identifying emotions corresponding to 
the architecture described above. The fuzzy rules are applied 
corresponding to the different values obtained in three 
dimensions. On the basis of the fuzzy classification, a smart 
audio application is played corresponding to the emotion 
present on the face. For a happy mood, some hearty songs are 
played to maintain it and for a sad mood some rejuvenating 
ones are played.

Figure 3 shows the flow of facial expressions’ extraction. It 
takes the raw image as input and then finds the face region in 
it by simple edge detection and histogram approach. The 
intransient features are extracted from the face region using 
the Hough transform for detecting eyes in the gray scale 
images and face geometry.         

The features extracted are cleaned and enhanced. From the 
different vectors produced, the principal components are taken 
and are fed as input in Figure 4. The architecture defined in 
Figure 4 is used for learning emotional patterns by the system. 

IV. EXPRESSION REPRESENTATION AND
EXTRACTION

Expressions of a human face can be captured through  facial 
features. There are two types of facial expression features, 
transient (wrinkles and bulges) and intransient (mouth, eyes 
and eyebrows). Expressions are extracted by capturing the 
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changes in shape and position of the   intransient features from 
the neutral face. Maximum expressions appear in the vicinity 
of intransient features [4].

    For capturing only the changes, the emotion content 
areas are subtracted form their average neutral image. Then 
for expression enhancement, Gabor Wavelet (GW) based 
filters are applied. Gabor filters are capable of detecting line 
endings and edge borders over multiple scales and with 
different orientations [8]. These features show a lot about 
facial expressions, as both transient and intransient facial 
features often give rise to furrows, wrinkles and contrast 
changes. GW Transform is defined as a convolution, 

               Jj(x) =  I(x)* j (k,x)dx                          (2) 

where I(x) is the gray scale image and j is the j-th kernel 
function and x = (x,y) represents the coordinates of a given 
pixel. The results of transformation are described by complex 
values, so we can calculate their amplitudes as the final 
transformation results [Movellan, 2002]. 
A 2D Gabor wavelet (GW) kernel function is defined as: 

j (k,x) = (|kj| P

2
P ) exp(-( |kj P

2
P| |x|P

2
P) 2 P

2
P )[exp(ikj  x) – exp(- P

2
P 2)]

                                                                                   ( 3 )  
Each j is a plane wave characterized by the vector kj and
enveloped by a Gaussian function, where  is the standard 
deviation of this Gaussian. 
    The center frequency of jP

th
P  filter is given by the 

characteristic wave vector and different GW functions are 
defined by selecting different values of kBjB, they are defined as: 

                                   k BjB = k ByB eBiB Bw B ( 4 ) 
                       k BiB = k ByB [cos( Bw B) + i sin( Bw B)] 

where, k ByB = /2[(v+2)/2], which represents the frequencies of 
a kernel wavelet and Bw B represents the orientation of GW. 
After testing with different combinations of v and  values, 
the values of v = 2 and w = /6, 2  /6, 3 /6, 4 /6, 5 /6, 
were set for achieving the best results. 
The image(figure 5) is of M*N (640 * 480) pixels and after 
applying the GW filters, we have M*N*6. For achieving the 
maximum information, the average(mean) value is taken out 
from all the six filtered images. Then this average value is 
subtracted from each filtered image. Now  the image is 
converted into a column vector of Px6 (P =M*N). PCA is 
applied to reduce the dimensionality without loosing the 
information content. The input vector I of size P  1 is 
constructed . 

V. EXPERIMENT

The steps included in experimentation are the same as 
explained in Figure 3 and 4. The database used for 
experimentation is the Cohn-Kanade Action Unit Coded 
Facial Expression Database [Donato et al., 1999]. From this 
database, images corresponding to eight emotions are 
unambiguously identified. Initially the image of 640*480  is 
taken as input and the face region is found using histogram 

method. From the face, the intransient features are extracted. 
The eyes and mouth are used for computation and their 
dimensions are 100*200 and 150*80. The average neutral 
image for eyes and mouth is calculated. For the input image, 
the difference of the eyes and mouth with their average image 
is taken. Six Gabor filters of frequency k Bv B =  and phase 
difference w = w ( /6), where w = 1,2,….,6 are used. The six 
filters obtained are used for computing PCA. For each facial 
image, the PCA vector is 1280 * 1 dimensionality. PCA 
obtained is given as input to the neural network for learning. It 
has two hidden layers of 69 and 9 computing neurons. It uses 
gradient based Back-propagation algorithm for learning. 

VI. RESULTS 

The results with the elementary processing abilities form the 
building blocks, hence the results obtained are promising. 
With the training performed without momentum, the Back-
propagation algorithm requires 21,000 epochs for reducing the 
mean square error to 0.001. The learning graph for the system 
architecture is shown in Figure 5. Corresponding to the fuzzy 
rules developed, the classification performed is satisfactory. 
The accuracy in classifying eight emotions (happy, anger, 
disgust, fear, neutral, sad, joy and surprise) of emotion 
classification using manhanttan distance method is 85.7%, 
while the Euclidian distance method with the parametric 
values changed, is giving us an efficiency of 87.5%. The latest 
experiment was totally conducted with a training set of 80 and 
tested with a set of 40, of which 35 facial expressions were 
rightly recognized. The learning graph is shown in figure 6 
and the results in the Table 1 below it.       

VII. DISCUSSION

    Understanding human emotions has various applications 
and can be used universally. This is another form of language 
used by living beings and this is universally spoken and 
understood. It has the same building blocks all over the world. 
These are subjective in nature and are ambiguous in nature. 
The crisp boundaries do not exist between the emotions. For 
these characteristic of emotions, we have developed this 
architecture which has fuzzy rules to classify emotions. This 
classification architecture is based on the reinforcement 
learning concept. The likely situations are reinforced 
positively and the unlikely ones are negatively reinforced. 
Using this mechanism and the emotion content in a facial 
expression, this 3D architecture is designed. 22 emotions have 
been classified with this architecture as evident from[fig.1]. 
This classification capability is extendable. The constraint 
with the architecture is the presence of database corresponding 
to the emotions. Most of the data prepared by  researchers is 
for the six basic emotions. The technique of Gabor wavelet 
transform is implemented for the reduction of noise, pose 
effect and illumination effect from the images. This cleans up 
the facial image for further processing. PCA of the different 
Gabor filters produced, corresponding to a facial image is 
taken to reduce the dimensionality to only the important 
features of the facial image. Gabor Filters are found to have 
better performance in noise and other reductions as compared 
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to independent component analysis (ICA) [5] [6] [8]. The
learning process is performed in batch mode, so that the
system learns the emotion pattern instead of face of the 
subject. Manhanttan distance metric is used for distance
calculation as it finds the correlation between the axis
independently.
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1 1 0 0.5 Happy
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4 0.7 0 2.0 Joy
5 0.6 0.2 2.5 Love
6 0.7 0.1 3.0 Tenderness
7 1 0.5 3.5 Ecstasy
8 0.8 0.3 4.0 Lust
9 0.8 0.8 4.5 Surprise
10 0.5 0.5 5.0 Conformity
11 0.5 0.5 5.5 Boredom
12 0.5 0.5 6.0 Indifference
13 0.3 0.7 6.5 Disgust
14 0.2 0.8 7.0 Fear
15 0.5 1 7.5 Revenge
16 0.4 1 8.0 Rage
17 0 0.7 8.5 Sadness
18 0 1 9.0 Hate
19 0 1 9.5 Grief
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21 0 1 10.5 Sorrow
22 0 1 11.0 Anger
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Figure 1: 3D Cognitive Model  and the Matrix (beside) 

354

Proceedings of the 2007 IEEE Symposium on Computational
Intelligence in Image and Signal Processing (CIISP 2007)



         Figure 6: Learning graph for 113150 epochs with error 0.001380

                                     Figure 5: Steps in Image Pre-Processimg
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Correct Classification of emotions:
TABLE 1 : RESULTS

EMOTION IMAGE EYES MOUTH DESIRED ACTUAL

ANGER 0.0000
1.0000
0.1000

0.0166
0.9939
0.1335

FEAR 0.2000
0.8000
0.3286

0.3564
0.6836
0.4110

DISGUST 0.3000
0.7000
0.2143

0.3344
0.7278
0.1824

SURPRISE 0.8000
0.8000
0.7857

0.7893
0.8174
0.7467
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