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Abstract—A communications network is represented as a graph of flow capacities. We study the problem of finding good network disruption attacks or target sets, i.e., a subset of vertices or edges that, once removed, impede communication between particular nodes. Multiple costs are associated with removing vertices or edges. Success in disrupting communications is traded off against the costs of the attack plans: the efficient frontier of attacks is estimated, and the results are studied in cross-linked diagrams. A multicriterial genetic algorithm is used to discover good plans for disrupting the communications network, where the genes correspond to nodes or links to be attacked. The genetic algorithm is seeded with an initial population of single-target genomes, one for each potential target. Multi-target attacks may be generated by breeding. Being on the efficient frontier guarantees a genome’s survival to the next generation, so the population size is allowed to vary. The results are studied in interactive diagrams and in an “aggregate view” of the resulting population. Good attacks were found relatively rapidly, and the aggregate view revealed significant targets.

1. BACKGROUND AND AIMS

A decision alternative A dominates B if, with respect to the criteria of merit, A surpasses B on at least one criterion and B surpasses A on no criterion. Among a set of alternatives, the efficient frontier is the subset of alternatives that are not dominated by any other. Markowitz described in [1] the efficient frontier, or Pareto-optimal set, in the context of investment portfolios.

The “Seeker-Filter-Viewer” (SFV) architecture is designed to support multicriterial decision making in large decision spaces [2], [3], [4]. The “Seeker” generates alternatives by rule-governed composition of components and evaluates them according to multiple criteria. Then, the “Filter” removes the dominated alternatives, and the efficient frontier is viewed interactively in the “Viewer” by means of cross-linked diagrams wherein the same alternatives are identically colored in each diagram, enabling the comparison of alternatives from multiple perspectives.

For generating the set of decision alternatives, an alternative approach to the original version of the seeker is to use genetic algorithms to sample a large search space. The efficient frontier of generated alternatives can be used to decide which alternatives survive into the next generation. This technique has been applied in the context of investment portfolios as described in [5].

The SFV architecture has interesting features. The seeker can use distributed computing techniques to evaluate very many decision alternatives, millions or more, and use genetic algorithms to sample search spaces of billions. The filter is very effective, yet it is lossless in that it removes only dominated alternatives. As described in [6], as the number of alternatives increases, the fraction retained by the filter tends to decrease. The diagrams in the viewer are used to assist the user in making value judgments: plots of the efficient frontier show the tradeoffs among the best alternatives.

SFV exploits two synergies. First, that a large population of alternatives is generated and evaluated by the seeker is tolerable because the population’s size is much reduced in number by the filter. Second, the survivors of the filter are exactly the alternatives between which tradeoff judgments must be made, and the viewer is an excellent interface for exploring tradeoffs.

The use of the filter in the genetic algorithm, and then use of the viewer to investigate the results, offers an important advantage: the user is not required to specify ranks, weights, or cut-offs for the criteria of merit in order to express their preferences; none of these would often capture the user’s values exactly. Instead, ours is a compensatory approach wherein the value judgments are all postponed until the user...
is faced with the concrete tradeoffs, at which point decision-making proceeds on the basis of comparing actual decision alternatives.

As well as SFV being useful for multicriterial decision problems, it assists model validation. In evaluating a wide range of decision alternatives, then allowing the user to graphically mine the results, it allows the user to discover anomalous patterns in the results that may indicate modeling errors. Thus, one of the things that we look for in the results of the experiments described below is that they are not inexplicably surprising.

Pinkstaff describes in [7] the multicriterial optimization problem of deciding how best to attack a communications network. In the work we describe below, inspired by the problem domain described by Pinkstaff, we applied a Pareto (dominance-based) genetic algorithm to the generation of network attack plans, and used the cross-linked diagrams from the SFV architecture, combined with an ‘aggregate view’ of the set of attack plans, to study the results.

II. EXPERIMENTS

A. Problem description

In this study we use the domain of communication networks as a concrete instantiation of a more abstract problem. The problem could be instantiated not only as a physically-realized communication network, but also, for instance, as a network of contacts between people, or as a transportation or distribution network. A description of the abstract problem follows.

Given a graph \( G = (V_G, E_G) \) with an indexed set of distinguished vertices \( X_{G'} \), find a non-dominated set of attacks, where each attack \( A = (V_A, E_A) \), creates an induced subgraph \( G' = (V_G - V_A, E_G - E_A) \). The set of criteria used for dominance filtering the set of attacks includes:

- given a bandwidth function \( bw(V_i, V_j) \) for some model of network flow, independently minimize the objectives \( bw(X_{G'_i},X_{G'_j}) \), for \( i > j \) (for undirected graphs) or \( i \neq j \) (for directed graphs), where \( bw(V_i, V_j) = 0 \) if \( V_i \) or \( V_j \) are not vertices in \( G' \);
- maximize the number of (strongly-)connected-components (fragments) of \( G' \);
- independently minimize/maximize some additional set of (real-valued) objectives \( f_i(V_A, E_A) \).

Intuitively, we desire to minimize communications among certain important nodes, maximize the number of pieces into which the network is broken, and minimize the various measures of cost.

The non-dominated set of attacks that is found should be optimized in the sense of Deb [8], viz. the set should be as close to possible to the Pareto-optimal front, and the set of solutions should be as diverse as possible. We will concentrate here on the first condition, since our stated goal is to defer value judgments of the tradeoffs on the optimal front, letting the user explore those tradeoffs using the viewer component of the SFV architecture. Furthermore, since this is an initial exploration of this problem domain, it is not necessarily clear that there is an \textit{a priori} best method for maintaining diversity in the solution set. However, we will argue that diversity preservation in our methods is sufficient for the problem.

B. Scenario

The scenario that we used for experiments involved randomly-generated connected graphs where the vertices represent communication nodes and the edges between them represent communication links. An attack plan is a set of nodes and/or links that are to be eliminated. Evaluation of plans was performed by analyzing the post-attack network. Three of the nodes are distinguished: they represent command centers, and the mission is to completely isolate them from one another.

C. Experiment \#1 – introduces the problem domain, evaluation criteria, efficient frontier, and visualization

We first considered a network of 9 nodes and 18 links, with command centers \( X, Y, \) and \( Z \). Links were annotated with a bandwidth and we only considered attacks that target links. The traffic routing protocol was assumed to be able to find a single highest-bandwidth path between nodes. With such a small network, we can very rapidly consider each of the 31,180 attack plans that target 6 links or fewer. The criteria of evaluation for attack plans are described in Table I and the result of plotting each plan against each criterion is shown in figure 1. Additionally, each plan has an attribute named “Targets” that lists the unique identifier of each link to be attacked in that plan.

The last two criteria correspond to the set of additional (unspecified) criteria discussed in the abstract problem description. In this and the following experiments, each node and edge of the graph was randomly assigned a value for blue casualty probability and expected number of civilian casualties. The values of these two criteria for a given attack are, respectively, the combined probability and the sum of the values for the nodes and links that compose the attack. The random assignment of casualty values was done in such a way as to allow the demonstration of the capability of the SFV architecture and the optimization methods to find subtle yet salient tradeoffs.

We aim to minimize the number of targets to be destroyed, the bandwidth remaining after the attack, and the projected casualties; we aim to maximize the number of fragments into which the network is broken by the attack. Given these criteria, from the 31,180 attack plans, only 46 lie on the efficient frontier. Visualization of these 46 plans reveals some

<table>
<thead>
<tr>
<th>CRITERIA OF EVALUATION FOR EXPERIMENT #1 ATTACK PLANS</th>
</tr>
</thead>
<tbody>
<tr>
<td># targets:</td>
</tr>
<tr>
<td>X-Y b/w:</td>
</tr>
<tr>
<td>X-Z b/w:</td>
</tr>
<tr>
<td>Y-Z b/w:</td>
</tr>
<tr>
<td>Fragments:</td>
</tr>
<tr>
<td>Prob. blue cas.:</td>
</tr>
<tr>
<td># exp. white cas.:</td>
</tr>
</tbody>
</table>
reasonable results. For instance, figure 2 shows how the probability of blue (friendly forces’) casualties is correlated with the number of completely isolated fragments into which each plan (plotted with ‘x’s on the diagram) splits the network.

Figure 3 shows the plans that completely isolate X from Y and Z. The one on the bottom line, marked in black, shows Y ↔ Z having 0 bandwidth: it isolates X, Y, and Z from each other, but at the cost of the highest risk of blue casualties. This illustrates how the efficient frontier brings out the tradeoff decisions.

Of course, to completely isolate the command centers from one another, the network must be split into at least three fragments. Figure 4 explores how many must be destroyed in order to achieve this. To interpret the figure, it is important to note that the area of each block is directly proportional to the number of attack plans that it represents. The plans that isolate X from Y and Z, those from figure 3, are those that are shown in black. So, just to achieve that isolation, destroying 4 links suffices. Figure 4 indicates redundancy in the network: it remains connected if only 1 link is removed, and it sometimes remains connected if 5 are removed.

D. Experiment #2 – increasing realism

We now expand our network to include 12 nodes connected by 24 links. Attacks may target nodes and/or links. The command centers, now designated 1, 5, and 9, are well-defended (reflected in casualty estimates), making it harder to find a simple, safe plan to completely isolate them from each other. Again, we consider all plans that attack up to 6 targets. Of these 2,391,496 attack plans, 157,926 completely isolated the command centers from each other. Of those, 86 lie on the efficient frontier, and are highlighted in black in figure 5.

In our interactive visualization environment, we now mark the least risky plans on the efficient frontier in black, and the plans with the fewest targets in dark gray. These two sets are disjoint: the command centers being well-defended, we must either attack them directly at high risk, or attack more targets around them in order to completely isolate them. The efficient frontier is shown in figure 6 and the plans with least risk or the fewest targets are detailed in figure 7. Even among the dark gray high-cost plans, although they all target command centers
E. Experiment #3 – further increase in problem difficulty, introduction of genetic algorithms

We expanded the network to have 20 nodes and 50 links, precluding exhaustive search. Attacks may still target nodes and/or links. Links are now unidirectional, although a bidirectional link may be represented as a pair of unidirectional links. The asymmetry of unidirectional links increases the number of criteria as, to stop communication between \( P \) and \( Q \), we wish to minimize both the bandwidth from \( P \) to \( Q \) and also from \( Q \) to \( P \). The traffic routing protocol is now assumed to be sophisticated enough to use multiple paths at once for increased bandwidth, so we calculate bandwidth between nodes as maximum flows, using the Edmonds-Karp algorithm of [9], a Ford-Fulkerson method. In this network, the command centers are designated 1, 6, and 12.

Because the size of the network now makes exhaustive search infeasible, a genetic algorithm (GA) was introduced to guide the search. A relatively simple GA was used which had a combination of features that makes it distinct from approaches that are currently prominent ([8], [10] provide surveys).

Our method is an elitist GA which maintains a set of all non-dominated plans, where the population of each generation is mostly created anew and comprises all plans on the efficient frontier, as well as the results of random crossover and mutation of those plans. A minimum population size was also established as a diversity preserving measure, and dominated plans had a probability of surviving into the next generation that decreased as the population size increased, going to zero when the number of non-dominated plans exceeded the minimum population threshold.

Thus, our method can be viewed as having a variable and unconstrained population size. Growth of the population size remained manageable over a variety of parameter settings for the problem domain. Also, given that this study is, as previously mentioned, an initial exploration of the problem domain, we did not want to ad hoc artificially constrain the solution set before the user could explore it in the SFV viewer. Furthermore, retention of the entire non-dominated set of plans in conjunction with random population mutation lessened the need for any additional, explicit diversity-preservation mechanism, although it may still be worthwhile to include such a mechanism. It is possible that other GA methods could be substituted for our method, although elitism is a necessary characteristic (the benefits of which are discussed in [8] and [10]). We also feel that the strict elitism of keeping the entire non-dominated set, thus requiring a variable population size (at least so long as it is computationally feasible), is most consonant with the SFV architecture.

The diversity of the initial population of attack plans was ensured by seeding the GA with the set of all plans that have exactly one target, either a node or a link. In each generation, plans could breed or mutate. Breeding of plans was accomplished by taking a random subset of the union of the parents’ individual node and link attacks. Mutating a plan consisted of taking a random subset of the plan’s existing node or link attacks augmented with additional randomly-selected node or link attacks.
We ran the evolution for ten generations, resulting in a
population of 702 plans. The criteria and plans are plotted
in figure 8, by analogy with experiment #1’s figure 1. The
118 plans on the efficient frontier are highlighted in black in
figure 9, and clearly tend to be those that attack fewer targets.

The plans on the efficient frontier are particularly interest-
ing. Figure 10 shows that, in only ten generations, the GA
found each plan that completely isolates each of the three
command center from the others by attacking two of them
directly. These plans are shown in black in figure 12 which
vividly illustrates the tradeoff between attacking nodes directly
and attacking the links around them. It also shows that if we
attack fewer targets than required by any of the figure 10
attacks, then at least one command center will remain in
contact with another.

F. Later Experiments – larger networks, rate of progress of
the Pareto GA, aggregate view

A larger connected network was randomly created, with
50 nodes and 100 directional links. The initial population
again consisted of the possible one-target attacks. After 54
generations the population consisted of 128 attack plans. In
instrumenting the GA we noted that the rate of progress slowed
markedly: after the 20th generation, 87 of the 54th-generation
plans had already been found.

Subsequently, an even larger example was constructed, with
100 nodes and 232 links. The GA was set to terminate when
two consecutive generations find no new attacks that are on
the efficient frontier. After 43 generations the GA terminated
with 140 attack plans in the population.

For when the efficient frontier contains many attack plans,
an ‘aggregate view’ was created so that the important targets
can be identified. Figure 11 shows such a view (suffering
somewhat from the reduction to grayscale), where the thicker
links carry more bandwidth, and the thicker spiked circles
around nodes and the thicker stars drawn across links illustrate
that more of the attack plans target those nodes and links.
These would be a fruitful starting point for searching for
‘centers of gravity,’ the critical sources of the enemy’s strength,
as described in [11]. That more plans include these targets is circumstantial evidence that the targets are more significant determiners of mission success: in a less deterministic attack where more targets are eliminated, each with less reliability, this aggregate view may provide a strong hint that it is worth giving combat forces a relative focus upon eliminating those particular targets.

III. CONCLUSIONS

For various network disruption problems, the efficient frontier has value in bringing out a helpfully small fraction of worthwhile attack plans from among very many possible plans, without asking the user for any difficult a priori judgments. Pareto genetic algorithms can rapidly discover good attacks among the many possible. In later generations, further Pareto-optimal plans are found at a decreasing rate. The diagrams make the results easy to survey and understand, and the aggregate view makes clear which of the targets are the most important for mission success.

This effort was performed as a feasibility study where aspects changed to allow various situations to be considered. To better understand the phenomena, it would be worth varying single dimensions of the communications network, or of the plan generation, while holding others constant, so that an “apples to apples” comparison reveals the contribution of various aspects of the approach. Furthermore, although the relatively simple GA described above worked well for the problems we studied, it is possible that as the size of the network scales up, some of the decisions embedded in the design of the GA might need to be revisited, and techniques borrowed from other evolutionary algorithms that have been proposed.

That the above techniques worked well against various network-disruption problems provides encouragement for extending the approach to a wider set of combinatorially-complex military planning problems.
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