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Abstract— Information filtering is an important component in
warning systems. This paper proposes a two-level information
filtering model for generating warning information. In this
model, information is represented by n-tuple, whose elements are
values of information features. The features of information are
divided into critical and uncritical features. Within this model,
the collected information is filtered in two stages by users at
different levels. At the first stage, exceptions are separated from
normal information. And at the second stage, critical exceptions
are separated from uncritical information. To illustration the
proposed model, an example is discussed.

I. INTRODUCTION

Warning systems can help users to find out potential risk

timely and make a better decision in emergency through

generating warning information. That to generate warning in-

formation involves a series of information processing, includ-

ing information collecting, information checking, information

filtering, and information fusion. Among them, information fil-

tering mainly focuses on how to extract abnormal information

effectively and accurately from a large amount of collected

information.

Information filtering technique, as a kind of techniques

for solving information overload problems, has been ap-

plied in many application fields, such as web information

search/retrieval [1]–[3], medical information classification [4],

[5], dynamic data rectification in industrial process [6], Web-

sites design [7], recommender systems [8], and emergency

management [9], [10]. Generally speaking, information fil-

tering can be treated as information classification, in which

information is divided into different classes, and therefore

machine learning methods, such as evolutionary computa-

tion [11], artificial neural networks [1], and probabilistic

learning [12], are widely used in information filtering. Basic

information filtering strategies include three main categories,

which are cognitive filtering, social filtering, and economic

filtering [13]. In cognitive filtering, information is selected

mainly based on users’ interests and requirements. In social

filtering, the filtering processing is normally established on

the collaboration between users. In economic filtering, the cost

for getting profit from filtering processing is more emphasized

and concerned. These strategies have been integrated in some

application systems [14].

In order to design efficient information filtering process

mechanism for a warning system, some characteristics of the

organization structures and responsibilities of users and the

information forms they face to in a real situation are consid-

ered. First, users of a real situation can always be grouped into

three main decision levels, namely, the operators (at the lower

level), the managers (at the middle level), and the decision

makers (at the top level). In general, a decision target is divided

by the decision makers into many sub-targets and each sub-

target is assigned to a manager group. Then managers will

divide the received sub-target into several tasks and each task

will be send to an operator group. To complete the received

task, operators are mainly responsible for extracting excep-

tions from the collected information by using information

processing techniques which are similar to cognitive filtering.

For the managers, their responsibilities include evaluating

exception reports from operators and extracting and reporting

critical exceptions to the decision makers. Hence, the managers

need to synthesize exceptions reports for different tasks and

extract critical exceptions by using information processing

technique which resembles collaborative filtering. For the de-

cision makers, their main responsibilities are evaluating critical

exceptions, predicating possible risk, and making decision.

Since the information process of decision makers is mainly

integrating information from multiple manager groups, the

main information process of decision makers may be treated as

information fusion rather than information filtering. Therefore,

information filtering is mainly carried out at two levels, i.e., by

the operators and by the managers. Secondly, the information

processed by the operators is collected from real information

sources and is often in concrete forms such as numbers, texts,

or images. While the information processed by managers is

in abstract forms, for instance trends analysis. Therefore, the

information filtering in a warning system is hierarchically

organized and realized in different categories.

Based on above analysis, this paper proposes a two-level

information filtering model in generating warning information.

The rest of the paper is organized as: Section II introduces

some related works on information filtering technique. Section

III proposes a two-level information filtering model which can

be used in warning systems. Section IV illustrates the proposed

model by an example. Our future work is discussed in Section

V.

II. RELATED WORKS

Information filtering has been an important research is-

sue in information science, computer sciences, management
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science and so on for many years [15]. As a crucial type

of information requirements and corresponding information

services, information filtering has a close relationship with

information retrieval. Information retrieval systems aim at

meeting the need for once-off information, but information

filtering systems fulfill the need for continuing information on

long-term interest [16].

With the development of Internet. Information filtering

technology becomes more and more important for using on-

line information efficiently and many application systems have

been developed [17]–[19]. Pollock [20] reported a message

filtering system (ISCREEN). This system uses formal rules to

drive message filtering. Filtering is carried out through rules

matching. Bell and Moffat [16] discussed the design of a high

performance information filtering system based on a vector-

space-model. Palme [13] made an overview of methods and

problems in information filtering on the Internet. Belkin et al

[15] compared information filtering and information retrieval

based on their characteristics. Because information filtering

can be treated as a kind of information classification, many

information classification methods are applied to information

filtering. Sebastiani [21] made an overview about issues in

document representation, classifier construction, and classifier

evaluation. To reduce the volume of terms set for representing

the user’s interest in information filtering system, Kuflik

et al [22] described a terms selection technique based on

dimensionality-reduction mechanism.

Matching is one of main strategies in information filter-

ing, which depends on the user’s interest (profile). For the

simplicity of processing, the user’s interest is represented

as collections of terms. Hence, the matching established on

terms cannot sufficiently explored the meanings (known as

senses) behind those terms. Kehagias et al [23] compared

the categorization accuracy of classifiers based on words to

that of classifiers based on senses. Through their experiments,

they thought that the use of senses cannot result in significant

improvement in classification.

Considering the dynamics, domain specificity, and cause-

effect relationship of information in an emergent situation,

Atoji et al [24] proposed an information filtering model based

on self-organizing map (SOM) technique. In their model,

information filtering is treated as a kind of information classifi-

cation. The input information is semi-structured messages and

is classified into several categories under the supervision of its

user’s preferences and requirements. The major challenge for

establishing an information filtering system is that the volume

of collected information may be overwhelming and some of

the information are not correct. Janeja et al [25] reported an

alert management system (AMS), which can generate mean-

ingful alerts from the collected alerts. The alert generation

module of the system has the functions of information filtering,

information integration, and dynamic flow identification.

Research has shown that information filtering plays more

and more important role in a warning system. However, current

methods mainly focus on how to improve the efficiency and

accuracy of filtering processing and ignore the generation

of warning information by filtering processing. In addition,

information filtering in an emergency system is carried out

at many levels and has different targets at different levels.

But few works is reported on this topic. Fig. 1 gives a

general framework of emergency risk management. From this

figure, it is known that risk information is processed in a

series of stages, such as identifying, analyzing and evaluating,

before being accepted as real risk. At each stage, the risk

information is classified (filtered) in the light of tasks at

that level. Similarly, to generating warning information by

using a warning system, the collected information should

be processed at several stages. This course is accompanied

by information filtering processing. This paper focuses on

multiple-level information filtering technique for generating

warning information.
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Fig. 1. A framework of emergency risk management [26].

III. A TWO-LEVEL INFORMATION FILTERING MODEL

In this section, we shall propose a two-level information

filtering model in warning systems and discuss the features of

information filtering at the lower and middle levels shown in

the model.

A. Overview

Information filtering in a complex system, such as a warning

system, is under a hierarchical processing. Based on this idea,

we identify multiple-stage information processing issue and

establish a hierarchical information filtering processing model

(Fig. 2).

In this model, the users are classified into three levels, i.e.

operators, managers, and decision makers. The users at the

lower lever are operators, who are responsible for information

collecting, information features extracting and representing,
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Fig. 2. A hierarchical information filtering processing model.

and information classifying. The users at the top level are

decision makers. Decision makers send information filtering

requirements to and collect reports of emergency from the

users at the middle level (managers), and make decisions. The

managers’ duties include spreading decision-makers’ informa-

tion filtering requirements to and analyzing exception reports

from operators, and reporting emergency to decision-makers.

The collected information will be processed at all levels.

This model mainly focuses on the filtering at the lower and

middle levels. The two levels are linked together and the output

of lower level is the input of the middle level. Hence, the

collected information will be filtered via two stages. The first

stage is carried out by the operators, and the second stage is

taken by the managers.

At the first stage, the information is collected from re-

lated information sources. This information may have various

forms, such as text, image, and video. For the convenience

of information processing and to meet the requirement of

information filtering, the related features of this information

will be extracted first. Then these features will be embedded

into a flexible structure for information representation, which

is usually a semi-structure message composing of pairs of fea-

ture and feature value. Next, the collected information will be

classified into normal information and abnormal information

through comparing the extract feature value of the collected

information with that of normal criterion feature by feature.

The abnormal information will be reported to managers as

exceptions for further analysis and the normal information will

be stored for other using aim in the future. After this stage,

exceptions are separated from normal information.

At the second stage, the reported exceptions will be further

evaluated in order to separate exceptions caused by critical

features from those caused by uncritical features. In general,

exceptions caused by critical features imply higher possibility

of potential disaster, which are primary emergency warning.

Firstly, some features will be selected as critical features

according to the information filtering requirement. Then the

reported exceptions will be classified into critical exceptions

and uncritical exceptions. The critical exceptions are caused

by at least one critical feature and will be reported to decision-

makers as emergency for consideration. The uncritical excep-

tions are caused totally by uncritical features, which can be

treated as minor exceptions and will be stored in a database for

further using. After the second stage, emergency is separated

from the uncritical exceptions.

In an emergency situation, a concrete objective is given

such as earthquake, tsunami, bushfire, which will be called

a decision target and will be denoted by G. Correspondingly,

some features can be selected as the basis for collecting and

filtering information. Suppose the selected features are

F = {F1, F2, . . . , Fn}
Because each feature has individual contribution to the

decision target, a degree α to measure the contribution can

be associated with each feature. Without loss of generality,

suppose the all degrees are real numbers in [0, 1]. Moreover,

each feature may have many possible values, which are

denoted by Si, i = 1, 2, . . ., n.

The information filtering requirements are related to the

warning grades. The requirement in general is enhanced with

the increase of warning grade and in turn more critical

features of information should be selected and considered.

For convenience, a set of warning grades is assumed to be

D = {d1, d2, . . . , dm} and d1 < d2 < · · · < dm.

Let gF be a mapping from D to P(F) (power set of F)

such that

gF (di) ⊆ gF (dj) if di < dj .

For each di in D, each element in gF (d) is called a critical

feature under warning grade di. In the following, gF (d) will

be written as F (d).

For each feature F and a given warning grade d, some

values can be selected to describe normal situation under d.

In this stage, normal values of feature F under a warning

grade d will be denoted by S(d). Normal values indicate the

acceptable changing of the feature under the given warning

grade. Hence, it is rational to assume that S(di) ⊆ S(dj) if

di > dj .

In the following, the detailed process of the two-level

information filtering is given under the assumption that the

warning grades D is finite.

B. Information Filtering at the Operator Level

Information is collected from multiple sources by operators

for initial filtering. The main tasks of operators include:

TASK 1: Feature extracting and information representation.

TASK 2: Feature verifying and information classification.

1) Feature extracting and information representation: Fea-

ture extracting aims at finding the primary values of the

referred features. The result of feature extracting is to form a

semi-structure message for the input information. Notice that

n features are selected according the decision target, a n-tuple

u = (u1, u2, . . . , un)
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is used to represent a piece of information. Each element of

u represents values of the corresponding feature. In general,

not all features must be existed in a piece of information.

Hence, we use the following approach to construct the u
corresponding to a piece of information.

For any Fi ∈ F , if Fi can be extracted from the input

information, then ui is assigned the obtained values of Fi,

otherwise, ui is assigned as ∅.

2) Feature verifying and information classification: Each

obtained u of the input information will be compared with that

of normal information feature by feature. After the compari-

son, an exception report eu = (e1, . . . , en) will be generated

and

ei =
{

1, if ui �= ∅ and ui ∈ S
(d)
i ,

0, otherwise.

According to eu, a piece of information is abnormal if and

only if there exists some i such that ei = 1. The abnormal

information is exception we are concern about. Exception will

be reported to managers in the form of (u, eu).

C. Information Filtering at the Manager Level

Exceptions are reported to manager for further filtering. The

main tasks of managers include:

TASK 1: Exceptions evaluation.

TASK 2: Emergencies evaluation.

1) Exceptions evaluation: Exceptions evaluation will sep-

arate critical exceptions from uncritical ones. According to

the given warning grade d, some features can be selected as

critical features which will be denoted by F (d).

For each exception report eu, if there is i such that ei = 1
and Fi ∈ F (d), then the exception corresponding to eu is an

critical exception.

2) Emergencies evaluation: An exception is critical means

that the exception is caused by critical features, however, can-

not indicate the degree of potential disaster. In order to present

suitable recommendation to the decision makers for better

decision making, the managers will present a synthesized

emergency evaluation to the decision makers. The synthesized

emergency evaluation is of form (u, eu, ep), where u is the

input information, eu is the exception report, and ep is a

predicated emergency degree.

For a critical exception eu, a synthesized evaluation û will

be obtained by Agg(F (d)) and Agg(eu), where Agg is a

aggregation operator which can be selected according to real

situation and selecting principles in [27]. The û is defined as

û =
Agg(eu)
|F (d)| (1)

Here, the generalized weighted sum is used for example as

follow:

Agg(eu) =
∑

ei × αi =
∑

F∈F(d)

eF × αF . (2)

To obtain the potential emergency degree under the circum-

stance u, a mapping Qd is defined according to the given

warning grade d. Without loss of generality, suppose

Qd : D → [0, 1], (3)

and Qd(di) � Qd(dj) if di < dj . Qd(di) is called emergency

degrees. Then ep is determined by

ep =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

d1, û < Qd(d2)+Qd(d1)
2 ,

di,
Qd(di−1)+Qd(di)

2 � û < Qd(di)+Qd(di+1)
2 ,

2 � i � m − 1

dm, Qd(dm−1)+Qd(dm)
2 � û � 1,

(4)

Therefore, the emergence report (u, eu, ep) will be reported

to decision makers for decision making.

IV. ILLUSTRATION EXAMPLE

Suppose in a situation, five warning grades are defined,

which are d1, d2, d3, d4, d5, and

d1 < d2 < d3 < d4 < d5.

The current warning grade is designed as d3. According to the

warning grade d3, nine features of information are selected for

reference and three of them (F2, F3, and F9, marked with (+)

in Table I) are selected as critical features.

A. Filtering by Operators

For convenience, suppose three pieces of information u, v,

and w are collected by the operators, which are shown in Table

I. Suppose the normal information is (0, 0, 0, 0, 0, 0, 0, 0, 0).

TABLE I

COLLECTED INFORMATION.

u v w
F1 1 1 1
F2(+) 2 0 0
F3(+) 0 0 1
F4 1 1 1
F5 2 1 3
F6 0 0 0
F7 0 0 0
F8(+) 0 0 1
F9 0 0 1

By Table I, the exception reports are generated as Table II.

Obviously, these three pieces of information are all exceptions.

TABLE II

EXCEPTION REPORTS

e u v w
e1 1 1 1
e2 1 0 0
e3 0 0 1
e4 1 1 1
e5 1 1 1
e6 0 0 0
e7 0 0 0
e8 0 0 1
e9 0 0 1
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Hence three exception reports (u, eu), (v, ev), (w, ew) are

reported to the managers.

B. Filtering by Managers

According to the reports, it is easy to know that the

information v is caused by uncritical features. So v is treated

as uncritical exception and stored. For the information u and

w, synthesized evaluation û and ŵ are obtained as below.

Let α2 = 0.9, α3 = 0.7, and α9 = 0.6. By Eq. (1),

û =
0.9 × 1

0.9 × 1 + 0.7 × 1 + 0.6 × 1
= 0.41

ŵ =
0.7 × 1 + 0.6 × 1

0.9 × 1 + 0.7 × 1 + 0.6 × 1
= 0.59.

Suppose Qd3 is defined as

Qd3(d1) = 0.2,

Qd3(d2) = 0.4,

Qd3(d3) = 0.5,

Qd3(d4) = 0.6,

Qd5(d1) = 0.65.

So the emergency degrees for u and w are d2 and d4.

Notice that the current warning grade is d3, the information

u indicates that the possibility of potential disaster is decreas-

ing. While, the information w shows that the possibility is

increasing.

The emergency reports (u, eu, epu) and (w, ew, epw) will

be generated and reported to the decision makers.

Through this example, we can see the proposed model can

efficiently generate warning information from the collected

information and can also predict potential emergency degree

through the filtering processing.

V. CONCLUSION

This paper proposes a two-level information filtering model

for generating warning information. In this model, the col-

lected information is filtered in two stages. At the first stage,

exceptions are separated from normal information, and at the

second stage, critical exceptions are separated from uncritical

information. An example is given to illustrated the proposed

model.

Notice that in the information filtering, the details of the

collected information play important role to affect decision

making, the following issues will be considered as our further

research tasks: (1) efficient methods for information feature

extraction and representation, and (2) appropriate methods for

information fusion after filtering.
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