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Abstract—While collecting data from network traffic, one can create classifiers that recognize threats, anomalies, or other events. The set of labelled NetFlow records collecting traffic statistics is a very useful source of decision rules that classify the records. These rules can be created automatically using machine learning techniques. However, the classifiers learned on such records may recognise only past events and cannot recognise current events, because not all data were collected. A deterministic finite automaton is a classifier that can recognise events online. However, the automaton is hard to project in case of complex issues. The paper proposes how to convert a decision tree into a deterministic finite automaton. The decision tree learns how to recognise threats using the collected data. Consequently, the set of decision rules is transformed into a finite automaton that can detect events before the full complement of data is collected. The method is limited to small trees, but can solve real problems. As an example, the detection of the TCP SYN flood attack is presented. For that example, the created automaton has the same high accuracy ratio as the decision tree, but can take decisions over three times faster.

I. INTRODUCTION

One of the modern issues is a quick detection of events in huge flows of data such as network traffic. The events that we want to detect among network traffic are commonly connected with cyber–threats. Therefore, it is extremely important to detect the threats when they are present to allow the administrators to counteract.

A typical approach in machine learning assumes that the classifier is trained and tested on the static data sets. Such a classifier can effectively handle events with a stable measure of observed features, but when connected to a dynamical stream, it can misclassify arising events.

One of possible solutions is a classifier dedicated to a stream analysis, such as a finite automaton. This classifier changes its state on the base of observed features. When the automaton reaches the final state, it alarms about the detected event. A common approach to design the finite automaton uses expert knowledge.

This paper proposes how to convert a decision tree into a deterministic finite automaton automatically. This allows us to replace expert knowledge by machine learning techniques.

This approach also changes the method of a network traffic analysis from offline classification into an online detection.

To be more specific, the method converts a decision tree – trained on static data set – into a deterministic finite automaton (DFA). The automaton can work on data stream and detect the events classified by the tree. That allows the model to detect the ensuing threats. Moreover, when the decision tree faces events not included in the set of recognised events, it must misclassify the event. On the other hand, the automaton recognises only one event, but other events – different than neutral traffic – are not misclassified. They are ignored instead.

The proposed method uses the decision tree to generate a set of rules that detects the recognised event. Next, the rules are used to create the transition function for the nondeterministic finite automaton. Finally, the automaton is transformed into the deterministic finite automaton.

The proposed method solves real problems. In this paper, we present the problem of the detection of a TCP SYN flood attack. The SYN flood attack is a common cyber–threat when attackers flood a victim with synchronisation requests. From the decision tree that recognises threats with a high accuracy – less than 1 percent of false positives and zero false negatives – the method creates the deterministic finite automaton that repeats the tree decisions but works directly on data stream. That allows the automaton to take decisions over three times faster than the decision tree.

The rest of the paper has the following structure. After a short presentation of previous work in Section II, Section III describes the presented method. Section IV presents the application of the method for the TCP SYN floods detection. Finally, Section V summarises the results and describes future work.

II. PREVIOUS WORK

Several propositions how to detect TCP SYN flood attacks using machine learning techniques can be found in [1], [2], [3], [4], [5], [6], [7]. The methods used to detect TCP SYN flood attacks include: Kononen self–organising maps, deterministic finite automata, time automata, and decision trees.

The decision tree is one of common and well working techniques among all the examined approaches. Moreover, the
decision tree gives a clear set of decision rules. Therefore, we focused on this technique in our work.

A very useful form of a learning set for the decision tree that recognizes cyber-threats is a labelled set of NetFlow records. The NetFlow record contains statistics that describe features typical for the recognized threat. The very wide set of features was proposed in [8]. However, we decided to limit a set of observed features to the standard template offered by nProbe [9], which is an open source NetFlow probe that can work with gigabit networks.

The decision tree trained on real data that describe both neutral network traffic and attacks can recognize threats with high accuracy. However, the reaction of the system that uses the tree learned on NetFlow records will depend on the period that was used to collect statistics. Therefore, if the rules describe the whole attacks then the tree will recognize only attacks that have already been finished.

For that reason, a method that changes the state with each new part of data can be preferred to detect the threats. Such a method can alarm the operator during the attack. In this group, there are the methods based on finite automata [10], [11], [12] or the Hidden Markov Model [13]. Both can be easily implemented on hardware devices to create fast detectors that work directly on data steam. However, in this solution it is often assumed that the events are already described by the regular expressions.

Our method builds a bridge between those two approaches. One can create the decision tree that works with a very high accuracy and then transform the decision rules to the deterministic finite automaton that can apply the rules to create online detection system.

### III. Method

This section describes the conversion from a decision tree through a nondeterministic finite automaton into a deterministic finite automaton. First, the notation is proposed. Next details on the conversion are given.

#### A. Decision tree

A binary decision tree \( G = (V, E) \) is described by the set of vertices \( V \) and the set of edges \( E \). The tree contains two types of vertices. Leaves describe classes, while other vertices contain decision rules \( R \).

The rule \( \rho \in R \) is defined as the function

\[
\rho : F \times T_F \rightarrow V
\]  

(1)

Where \( F \) is a set of features and \( T_F \) describes the set of thresholds created for the given feature.

When the values of the features are given by real numbers or by an ordered set, the rules chose the next vertices in the tree using the following formula:

\[
\rho_j(f_i, t_i) = \begin{cases} v_s & \text{if } \tilde{f}_i < t_i^j \\ v_l & \text{if } \tilde{f}_i \geq t_i^j \end{cases}
\]  

(2)

Where \( f_i \in F \) is a feature, \( \tilde{f}_i \) is an observed value of the feature, \( t_i \in T \) is a set of threshold for the feature \( f_i \), and \( t_i^j \) is the threshold for the feature \( f_i \) used in the rule \( \rho_j \). Additionally, \( v_s \in V \) is the vertex selected when the rule is fulfilled and the vertex \( v_l \in V \) is selected in the other case.

When an observation is classified a string of rules \( \rho_1, \rho_2, \ldots, \rho_n \) is examined. The final rule \( \rho_n \) reaches one of the leaves connected with classes. The reached class is returned as the classification result.

#### B. Finite automaton

The proposed method uses two types of finite automata. A non–deterministic finite automaton is created from the decision tree. Next, the non–deterministic finite automaton is transformed into a deterministic finite automaton. The classifier in this form can be easily implemented as software or hardware. A detailed description of the finite automata is given in [14].

1) Deterministic finite automaton: A deterministic finite automaton (DFA)

\[
M = (Q, \Sigma, \delta, q_0, F)
\]  

(3)

has the following components:

- \( Q \): a finite set of states
- \( \Sigma \): a finite input alphabet
- \( q_0 \): the start state \( q_0 \in Q \)
- \( F \): the set of final states \( F \subseteq Q \)
- \( \delta \): the transition function.

The transition function is defined as

\[
\delta : Q \times \Sigma \rightarrow Q
\]  

(4)

The deterministic finite automaton starts in the start state \( q_0 \). Next, the automaton changes the states on the base of the state and the input symbols. If one of the final states is reached the input word is accepted.

2) Nondeterministic finite automaton: A nondeterministic finite automaton (NFA)

\[
M = (Q, \Sigma, \delta, q_0, F)
\]  

(5)

has the identical components as DFA except the transition function, which is defined as

\[
\delta : Q \times \Sigma \rightarrow 2^Q
\]  

(6)

The nondeterministic finite automaton works in the same way as the deterministic finite automaton, but in the same state and with the same input symbols the automaton can reach various states.

A nondeterministic finite automaton can be converted into a deterministic finite automaton. We assumed that the nondeterministic finite automaton has not \( \epsilon \)-movements (the movements without reading data).
For each state $q_i$ we examine the results of the transition function. If the result for each symbol $s \in \Sigma$ is the empty set or the single state $q_j$ then the transition function for the state $q_i$ stays the same. If the result for any symbol $s$ is a set of two or more states then we create a new state labelled by the states reached by the transition function.

For example, the nondeterministic transition from the state $q_i$ may reach the states $\{q_j, q_k\}$, when the symbol $s$ is read

$$\delta(q_i, s) = \{q_j, q_k\}. \quad (7)$$

The transition is transformed into a deterministic one defined as

$$\delta(q_i, s) = [q_j, q_k] \quad (8)$$

where $[q_j, q_k] \in Q$ is a new created state.

For the new state, the transition function must be defined. The function is defined for each symbol $s$ from the alphabet $\Sigma$ separately. For each state that was used to create the state label, we look for all sets that can be reached directly with the symbol $s$. The union of the states creates a label for the new state.

For example if

$$\delta(q_j, s) = \{q_s, q_t\} \land \delta(q_k, s) = \{q_r\} \quad (9)$$

where $s \in \Sigma$ is a symbol from the alphabet, and $q_j, q_k, q_s, q_t, q_r \in Q$ are states then

$$\delta([q_j, q_k], s) = [q_s, q_r, q_t] \quad (10)$$

where $[q_s, q_t, q_r] \in Q$ is a new created state.

For each new state the procedure must be repeated. More detailed information about the transformation from nondeterministic finite automata into deterministic finite automata can be found in [14].

C. Conversion of decision tree into finite automaton

The transformation proposed in this section – from a decision tree to a deterministic finite automaton – converts an offline classifier into an online classifier. However, the process has several limitations.

First, the created finite automaton detects only one class. For this class we must find all strings of rules that reached the leaves with the detected events.

A second limitation is the size of the transformed tree. The details of this problem are given in the next section.

The algorithm has three steps. In the first step, the strings of rules are generated from the tree. Next, the strings of rules are used to create a nondeterministic finite automaton. In the last step, the nondeterministic finite automaton is transformed into a deterministic finite automaton.

1) Generation of strings of rules: The algorithm observes each path that goes from the root to a leaf labelled with the detected event. Each node on the path was achieved because one case of the formula (2) had been fulfilled. When we write down all fulfilled rules we will obtain the string of rules $\rho_1, \rho_2, \ldots, \rho_n$.

The order in the string depends on the detection tree structure. However, the finite automaton can collect data observed by the rules in various orders. That shows the next limitation of the method because all string must be permuted.

As the result of the permutation process, we have $n!$ strings of rules instead of one. Therefore, the method can be not effective for the complex decision tree. However, when the observed feature is described by a monotonic function, the number of permutation can be limited by the following steps.

Let us define a family of rules as

$$\Lambda(\rho_i(f_i, t_i)) = \{\rho_l(f_k, t_k) : k = i\} \quad (11)$$

where $\rho_i, \rho_l \in R$ are rules defined for the same feature $f_i \in F$. The rules, defined as (2) must base on various values of the thresholds $t_1^i, t_2^i, t_3^i \in T_F$.

From the structure of the rules (2) it is clear that in the same string of rules all rules from the family $\Lambda(\rho_i(f_i, t_i))$ must be ordered by the thresholds. When for the thresholds $t_1^i, t_2^i, t_3^i$ we have the relations $t_1^i < t_2^i < t_3^i$ then the rules in the string can be only localised as $\rho_k(f_i, t_i), \rho_l(f_i, t_i), \rho_m(f_i, t_i)$ or $\rho_k(f_i, t_i), \rho_1(f_i, t_i), \rho_l(f_i, t_i)$ or $\rho_m(f_i, t_i)$. Moreover, an observation of the feature $f_i$ influences all rules from the family $\Lambda(\rho_i(f_i, t_i))$. Therefore, the rules from the same family should not be separated by rules from other families.

The introduction of a family of rules allows us to reduce the permutation problem. It is enough to create a permutation of families instead of a permutation of rules.

2) Creation of finite automaton: To create a finite automaton we must define the alphabet $\Sigma$, the states $Q$, and the transition function $\delta$. The alphabet $\Sigma$ is created from the set of rules $R$ that should be fulfilled on the decision path. Each symbol $r_i$ from the alphabet represents one rule $\rho_i$. The special states: the initial state $q_0$ and the final state $q_A \in F$ are added to the $Q$.

Next, for each path of the rules $r_1, \ldots, r_{k+1}$ the line of states is created $q_0, q_1, q_2, \ldots, q_k, q_A$. The number of states is equal to the number of rules plus one. The following transitions are added to the automaton $\rho(q_0, r_1) = q_1, \rho(q_1, r_2) = q_2, \ldots, \rho(q_k, r_{k+1}) = q_A$.

The states from the next paths have no connection with the created path except the states $q_0$ and $q_A$. Different paths can start with the same rule. Therefore, the created automaton is nondeterministic and in the next step it is converted into a deterministic automaton using the algorithm described before.

IV. SYN FLOODING ATTACKS DETECTION

To illustrate that the proposed conversion can be used to solve real problems we created a detector of TCP SYN flooding attacks.
The TCP SYN flooding attacks use the handshake mechanism of Transmission Control Protocol (TCP) and its limitation in maintaining connections. The traffic between a sender and a receiver is labelled with special flags according to the protocol. The attack uses the flags to confuse the receiving server.

A conversation based on the TCP starts when a sender sends a SYN request. As a response, the receiver sends a SYN/ACK packet. In normal cases, the sender responds with an ACK packet. However, the attacker sends a next SYN request instead. Until the SYN/ACK packet is acknowledged by the sender, the connection remains in a half–open state for a period of up to a TCP connection time out limit. The receiver tries to manage all half–open connections that can finish with exhaustion of resources. Eventually, all later connection requests will be dropped.

Figure 1 presents the differences between a conversation with an attacker and a neutral user.

A. Data

The described detectors were created using data from the WiSNet laboratory [15]. The data contain both neutral traffic and TCP SYN flood attacks. They are labelled according to the types.

Three different hosts preformed the attacks. Each host launched attacks at various rates including three low–rate (0.1, 1, 10 pkts/sec) and two high-rate (100, 1000 pkts/sec) instances. Each instance covered a period of two minutes. Neutral traffic was collected from the edge router of a medium–sized Internet Service Provider for about 10 minutes [15].

The data were described by NetFlow [16] records. Such a record contains the following information: the source IP address, the destination IP address, the IP protocol, the source port, the destination port, and the IP type of service.

The NetFlow version 9 can collect additional features. To detect the SYN flooding attacks we collected the following features; the incoming flow bytes \(IN\_BYTES\), the incoming flow packets \(IN\_PKTS\), the IP protocol \(PROTOCOL\), the cumulative value of all flow TCP flags \(TCP\_FLAGS\), the longest packet of the flow \(LONGEST\_FLOW\_PKT\), and the shortest packet of the flow \(SHORTEST\_FLOW\_PKT\). The features are defined by nProbe templates [9].

The NetFlow records were limited to the six given features for two reasons. First, information about the TCP flags and the number of packets seems to be essential in the SYN flood detection. Second, to add additional features that are not listed in the nProbe templates it is necessary to create nProbe plugins, which is not an easy task.

The NetFlow records collected by nProbe were split into the learning set and the testing set. The learning set contains 312342 NetFlow records that describe attacks and 208639 records of neutral traffic. The testing set contains 624684 records of attacks and 190067 of with neutral traffic.

B. Decision tree

Discrimination rules that separate TCP SYN flood attacks from the rest of the traffic were created for the learning sets. This task was done using a C&RT tree [17], which creates clear decision rules.

Figure 2 presents the obtained tree. Four leaves contain neutral traffic. Only one leaf contains TCP SYN flood records.

Only three features were selected to create the tree: \(SHORTEST\_FLOW\_PKT\), \(IN\_BYTES\), and \(LONGEST\_FLOW\_PKT\). The \(IN\_BYTES\) feature was used twice in the decision results.

The created tree recognised all attacks. Among the neutral traffic 287 and 59 NetFlow records were recognised as attacks in the learning set and the testing set respectively. In both cases, that is less than one percent of the NetFlow records.

However, the attacks were labelled when the whole NetFlow record had already been calculated. A finite automaton can detect attacks during the calculation of the features.

For that, the path to the tcpflood leaf must be defined. The following rules lead to the tcpflood leaf:

\[
\begin{align*}
\lnot \rho_1 : & \quad LONGEST\_FLOW\_PKT \geq 40.5, \\
\lnot \rho_2 : & \quad IN\_BYTES \geq 100, \\
\rho_3 : & \quad IN\_BYTES < 540, \\
\lnot \rho_4 : & \quad SHORTEST\_FLOW\_PKT < 39.5
\end{align*}
\]
C. Nondeterministic finite automaton

There is only one path in the decision tree that goes to the tcpflood leaf. To create a finite automaton we need to create all permutations of the decision rules from the tree. However, the rules $\rho_2$ and $\rho_3$ are connected by the feature $IN\_BYTES$. Therefore, we do not have to change their order. The created automaton is presented in Figure 5.

Formally, the automaton according to the formula (5) is defined as

$$M_{NFA} = \bigcup_{i=0}^{18} q_i \cup \{q_A\}, \neg 1, \neg 2, 3, \neg 4, \delta_1, \delta_0, \{q_A\}.$$ \hspace{1cm} (16)

Table I describes the transition function $\delta_1$.

The symbols $\{-1, \neg 2, 3, \neg 4\}$ describe the rules from the decision tree. The symbol $i$ means that the rule $\rho_i$ was fulfilled and the symbol $\neg i$ means that the negation of the rule $\rho_i$ was fulfilled. The construction of the automaton causes that the automaton accepts only words that describe the sequence of rules leading to the tcpflood leaf.

<table>
<thead>
<tr>
<th>$q_1$</th>
<th>$q_2$</th>
<th>$q_3$</th>
<th>$q_4$</th>
<th>$q_5$</th>
<th>$q_6$</th>
<th>$q_7$</th>
<th>$q_8$</th>
<th>$q_9$</th>
<th>$q_{10}$</th>
<th>$q_{11}$</th>
<th>$q_{12}$</th>
<th>$q_{13}$</th>
<th>$q_{14}$</th>
<th>$q_{15}$</th>
<th>$q_{16}$</th>
<th>$q_{17}$</th>
<th>$q_{18}$</th>
<th>$q_A$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$q_0$</td>
<td>$q_1$</td>
<td>$q_2$</td>
<td>$q_3$</td>
<td>$q_4$</td>
<td>$q_5$</td>
<td>$q_6$</td>
<td>$q_7$</td>
<td>$q_8$</td>
<td>$q_9$</td>
<td>$q_{10}$</td>
<td>$q_{11}$</td>
<td>$q_{12}$</td>
<td>$q_{13}$</td>
<td>$q_{14}$</td>
<td>$q_{15}$</td>
<td>$q_{16}$</td>
<td>$q_{17}$</td>
<td>$q_{18}$</td>
</tr>
</tbody>
</table>

The first row in Table I shows us that the automaton is nondeterministic. From the initial state $q_0$ we can go to more than one state using the same symbol. In the next step, a deterministic automaton will be created.

D. Deterministic finite automaton

The created nondeterministic finite automaton was transferred into the deterministic finite automaton. For that, each set of the states was grouped as a single state. This approach creates the smallest automaton.

Figure 6 presents the deterministic finite automaton. The automaton – according to the formula (3) – is defined as

$$M_{DEF} = (Q, \neg 1, \neg 2, 3, \neg 4, \delta_2, \delta_0, \{q_A\})$$ \hspace{1cm} (17)

where

$$Q = \bigcup_{i=11}^{18} q_i \cup \{q_0, [q_1, q_2], [q_3, q_4], [q_5, q_6], [q_7, q_8], [q_9, q_{10}]\} \cup \{q_A\}.$$ \hspace{1cm} (18)

Table II presents the transition function $\delta_2$ for the automaton $M_{DEF}$.

<table>
<thead>
<tr>
<th>$q_0$</th>
<th>$q_1$</th>
<th>$q_2$</th>
<th>$q_3$</th>
<th>$q_4$</th>
<th>$q_5$</th>
<th>$q_6$</th>
<th>$q_7$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$q_0$</td>
<td>$q_1$</td>
<td>$q_2$</td>
<td>$q_3$</td>
<td>$q_4$</td>
<td>$q_5$</td>
<td>$q_6$</td>
<td>$q_7$</td>
</tr>
<tr>
<td>$q_8$</td>
<td>$q_9$</td>
<td>$q_{10}$</td>
<td>$q_{11}$</td>
<td>$q_{12}$</td>
<td>$q_{13}$</td>
<td>$q_{14}$</td>
<td>$q_{15}$</td>
</tr>
<tr>
<td>$q_{16}$</td>
<td>$q_{17}$</td>
<td>$q_{18}$</td>
<td>$q_{19}$</td>
<td>$q_{20}$</td>
<td>$q_{21}$</td>
<td>$q_{22}$</td>
<td>$q_{23}$</td>
</tr>
</tbody>
</table>

The automaton detects an attack when the state $q_A$ is reached. When another state is reached then traffic cannot be classified as an attack. The automaton detects all attacks form the WiSNet data set.

E. DFA Versus Tree

The automaton implements exactly the same decision rules as the decision tree. Therefore, the classification accuracy is the same about 100 percent. However, the automaton can change a state with each new packet and reject an input before the whole NetFlow record is calculated.

We used data from the WiSNet laboratory [15] to simulate network traffic observed by the automaton. The same data, which were used to train and test the decision tree, were examined packet by packet to detect when the automaton recognised the final class of the flow between two IP addresses.

Fig. 3: The number of the packets necessary to take the final classification decision for the tree and the
deterministic finite automaton. The mean number of packets that have to be analysed to recognise the class of a flow is nearly ten times bigger for the decision tree than for the deterministic automaton. However, the mean for the tree is so big because of NetFlows with very big number of packets (over several thousand). A better measure to compare both methods is the median. The median for the decision tree is four times bigger than for the automaton.

Moreover, the automaton needs to analyse only the first packet to decide about the classification of the NetFlow in over 80 percent of cases.

Figure 4 presents a relative reduction of the number of analysed packets. We see that in most cases the automaton needs to analyse no more that 33 percent of all packets summarised in the NetFlow to recognise the class of the record.

![Figure 4: The percent of the packets used to classify traffic. The number of packets necessary to recognise the class by the automaton to the number of all packets in the NetFlow. The detailed numbers are given for mean, median, and 80 percent of the records.](image)

\[ \text{mean: 35.3; median: 33.3; 80\%: 33.3;} \]

V. Conclusion

In the paper, we presented how to convert a decision tree into a deterministic finite automaton. In the result, an offline classifier is replaced by an online detector. The process works on one of the classes recognised by the tree. The other classes as well as other events that are not considered by the decision tree are ignored.

In the current form, the method has several limitations. First, only one class is detected by the automaton. On the other hand, the automaton can ignore the events that must be misclassified by the decision tree.

Second, the method uses permutations of the decision rules generated by the tree. That is the most costly part of the algorithm that may limit the method to small decision trees. However, the number of the permutations can be reduced when the observed features are monotonic functions.

Even with the described limitations, the method can solve real problems. In the paper we presented the online TCP SYN flood detector that can raise an alarm during an attack.

This work focused on the conversion algorithm that replaces a decision tree with a deterministic finite automaton. However, we presented the real application. The method can be used to detect the TCP SYN flood attacks. Moreover, the automaton analysed less data than the decision tree. As the result, decisions about classification of traffic can be taken over three times faster.

The presented results are the results of the simulation on data from the repository. The method must be verified online on real traffic. It has to be done in the future.

Additionally, we want to circumvent the limitation of the method and test the method against a wider spectrum of cyber–treats, that can be detected using a decision tree [18].
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