Abstract—Recent changes in the power systems gives place to the active consumers participation. The participation in demand response programs requires consumers to undertake strategic management of their consumption. Small and medium players should have the capability of performing day-ahead and hour-ahead load management which requires forecasting techniques applied to the consumption and generation. A good forecasting accuracy is very important for the quality of the management results but also very difficult to achieve. This paper proposes an artificial neural network based methodology to forecast the consumption in an office building. The considered building is equipped with a Supervisory Control and Data Acquisition (SCADA) system that stores data every 10 seconds. The stored data are used together with additional data, such as, the temperature and the solar radiation.

I. INTRODUCTION

The concept of Smart Grids (SG) has emerged during the last years and aims to address the most important problems in the power and energy field. Many relevant studies have been made in the area energy resources management but there are still many challenges to overcome. One of those challenges is the effectiveness in forecasting consumption and generation in order to ensure maximum efficiency of SG [1].

The balance between consumption and generation is a critical issue when dealing with massive Distributed Generation (DG) [2]. Energy consumption depends on several factors (e.g. weather conditions, annual seasons; consumer behavior, etc.), which makes its prediction a complex and difficult task [2]-[5]. Despite its complexity, the electrical consumption forecasting process should be evaluated in detail and not as a whole to ensure its full integration into demand response programs.

Demand response programs [6],[7], enable the active participation of small and medium players in the SG context. One of the main goals of the SG is to enable this participation autonomously without harming the comfort of consumers and the efficient operation of energy services [8].

In the SG context, resources forecasting is important at many levels, from the SG point of view to the small player perspective. This paper focuses on the small players’ point of view. The forecasting of resources will be applied to an office building that uses a Supervisory Control and Data Acquisition (SCADA) system. The SCADA Office Intelligent Context Awareness Management (SOICAM) system manages the building energy consumption, including the control of HVAC devices [9]. SOICAM also stores the consumption data in a 10 seconds rate.

The main contribution of this paper is the development and implementation of a forecasting methodology that integrates the consumption data from the SCADA with additional data.

After this introductory section, Section II presents the proposed Artificial Neural Network (ANN). Section III describes the SOICAM system, where the ANN is applied. Section IV presents the case study scenario and Section V shows the obtained results. Section VI presents a discussion of the main conclusions of the paper.

II. ARTIFICIAL NEURAL NETWORK FOR CONSUMPTION FORECASTING

The configuration of a neural network is a complex task. There are many issues that may affect its performance, e.g. number of layers, number of nodes in each layer, connection between layers, activation functions, training algorithms, performance measures, etc. This section discusses some of the most important of these issues.

A. Type of Neural Network

Neural networks are widely referenced in the literature as one of the best methodologies used in time series forecasting [10-13]. The present work uses Multilayer Perceptron (MLP) networks. The MPL has been used successfully in solving numerous different and highly complex problems. The topology of such networks is organized in layers (i.e. one input layer, one or several intermediate layers – hidden, and an output layer), and each layer includes 1 to n artificial neurons. The interconnections of nodes in layers is very important and determines the behaviour of the network. For most forecasting approaches, the networks are fully connected, i.e. all nodes in one layer are fully connected to all nodes in the following higher layer except for the output layer. Fig. 1 shows the architecture used in this paper. The architecture is used for the scenarios presented in Section IV. However, the Environment Context input change according to the scenario (i.e. can be used the temperature, solar radiation, and more).
B. Hidden layers and nodes

The hidden layers and the respective nodes play a very important role in many successful applications of neural networks. The hidden nodes in the hidden layers are what allows neural networks to detect the feature, to capture the pattern in the data and to perform complicated nonlinear mapping between input and output variables. Much theoretical work has been done in the area, showing that most authors use only one hidden layer for forecasting purposes [10].

The problem of determining the optimal number of hidden nodes is very important to obtain a good prediction. In general, networks with fewer hidden nodes are preferable as they usually have better generalization ability, this dealing better with the overfitting problem. But networks with too few hidden nodes may not have enough power to model and learn the data. There is no rule to select this parameter, although some systematic approaches are reported. For example, Jeff Heaton [10] proposes the following guidelines:

- The number of hidden neurons should be between the size of the input layer and the size of the output layer.
- The number of hidden neurons should be 2/3 the size of the input layer, plus the size of the output layer.
- The number of hidden neurons should be less than twice the size of the input layer.

Other authors have proposed that the number of hidden nodes should be calculated according to the input node number \( n \) in the following proportions: \( 2n \) [11], \( n \) [12], \( n/2 \) [13]. However, the most common way to determine the number of hidden nodes is through experience or trial and error.

C. Activation function

The activation function, also called the transfer function, determines the relationship between inputs and outputs of a node in a network [14]. In general, the activation function introduces a degree of nonlinearity that is essential for most ANN applications. The main activation functions referenced in the literature are:

- Sigmoid (logistic) function
  \[
  f(x) = \frac{1}{1 + \exp(-x)} \tag{1}
  \]
- Hyperbolic tangent (tanh) function
  \[
  f(x) = \frac{\exp(x) - \exp(-x)}{\exp(x) + \exp(-x)} \tag{2}
  \]
- Sine or Cosine function
  \[
  f(x) = \sin(x) \text{ or } f(x) = \cos(x) \tag{3}
  \]
- Linear function
  \[
  f(x) = x \tag{4}
  \]

Among them, the logistic transfer function is the most popular choice for forecasting problems.

D. Training algorithm

The training of the MLP networks is usually done using the backpropagation algorithm. Backpropagation is a supervised training and deterministic algorithm that implements the decreasing gradient method in the sum of squared errors. The mechanism of the algorithm is to correct the error during training (i.e. the output layer errors are propagated to the inner layers to correct the function of the weights in the current point) [15]. Another relevant issue in training an ANN is the specification of an objective function or a cost function. Typically MSE (mean squared error) is used. MSE formulation is specified in (1).

\[
MSE = \frac{1}{n} \sum_{i=1}^{n} (F_i - A_i)^2 \tag{1}
\]

where \( n \) is the number of samples and \( F_i \) is our estimation of \( A_i \)

E. Forecast accuracy measures

Although there can be many performance measures for an ANN forecast, such as the modeling time and training time, the ultimate and the most important measure of performance is the prediction accuracy it can achieve beyond the training data. An accuracy measure is often defined in terms of the forecasting error, which is the difference between the actual (desired) and the predicted value. There are a number of measures of accuracy in the forecasting literature and each has advantages and limitations [16]. The MAPE (Mean Absolute Percentage Error) and the SMAPE (Symmetric Mean Absolute Percentage Error) are among the most frequently used measures, therefore they have been applied in the case study of this paper.

MAPE shows the error in percentage, which facilitates the comparison of results between different time series. This measure is calculated as shown in (2).

\[
MAPE = \frac{1}{N} \sum_{i=1}^{N} \left| \frac{A_i - F_i}{A_i} \right| \tag{2}
\]
where $At$ represents the actual values and $Ft$ the predicted values by the neural network. SMAPE also shows the error percentage but it is less sensitive to large amplitudes of the series of values range to predict. The formula for its calculation is shown in (3).

$$SMAPE = \frac{1}{N} \sum_{t=1}^{N} \frac{|F_t - A_t|}{(|F_t| + |A_t|)/2}$$

(3)

III. SCADA OFFICE INTELLIGENT CONTEXT AWARENESS MANAGEMENT SYSTEM

Smart grids enable the small and medium players’ active participation in the network operation. The use of Demand Response (DR) programs and events and the application of Demand Side Management (DSM) techniques are useful tools to achieve the desired participation from those players. Some on-going studies are trying to figure out the better and most efficient way to bring those players to the smart grid context. The SCADA Office Intelligent Context Awareness Management (SOICAM) was developed for test bed experiences [9]. The system is implemented in real facilities in the GECAD research center, located in the Institute of Engineering – Polytechnic of Porto (ISEP/IPP), Portugal. The system is implementation in real facilities used by more than 30 researchers in a daily basis.

The SOICAM system is divided in two levels: the physical level (infrastructures) and the operational level. The operational level uses a Multi-Agent System (MAS) approach to represent, control and manage the 3 integrated facilities. The system also includes a microgrid dedicated agent to aggregate the facilities and their services and resources. The use of 3 real facilities and an aggregator agent (microgrid agent) is not enough for some tests and proof of concepts. For this reason the SOICAM uses simulation in order to integrate more agents that otherwise cannot be placed in the system. Fig. 2 shows the architecture of SOICAM. Buildings I, N and F are ISEP buildings. Houses 1, 2 and 3 are simulated facilities. The simulated facilities use real electrical energy consumption measurements. The use of real measurements enables the profile simulation of the simulated facility. As can be seen in Fig. 2, SOICAM uses 3 web services to provide different services to the software agents. The use of web services allows the efficiency of computation inside the agents.

The real resources, placed inside the facilities, were integrated in the agents using three load groups: Lighting Group; HVAC Group; and Electrical Sockets Group. The separation of loads facilitates the analysis by the system and improves the control and management aspects. For security reasons, SOICAM only allows the control of HVAC systems. The control of lights and electrical sockets is not allowed. Even so, the SOICAM can communicate with the facility users in order to ask for and achieve lower consumption in these two groups. This limitation was built to prevent the cut of important work and ensure the minimal conditions in the facilities. The control of the HVAC system is also limited to a number of offices, for instance, the control of HVAC systems inside the two server and data center rooms is not available. Otherwise, an inappropriate use or a system malfunction could represent heavy lost to the research center.
The SOICAM data is stored in a SQL database. The data register has started in June, 2014. The register from buildings I and N only includes the consumption, reaching more than 30 researchers daily. F building has a 1kW wind turbine and a 1kW photovoltaic array. This building does not include any office, and it is only used for distributed generation.

The use of SOICAM for DSM and DR tests is vital to validate new methodologies and algorithms. The data produced is also particularly important for user profiling and data analysis. The system also stores outside data regarding environmental conditions. The data provided by ISEP weather station (ISEP Meteo website [17]) is stored using 5 minute periods. The mixture of outside data and SOICAM data can be very important to improve the quality of forecasting algorithms, as studied in this paper.

IV. CASE STUDY SCENARIO

This section explains the preprocessing and the processing of the data to be used in the three scenarios of the case study.

A. Preprocessing

For the present case study, real data of environmental conditions and energy consumption of the building N has been used. The observations are recorded each 10 seconds, and are grouped in three groups (HVAC, lighting and loads connected to sockets) as described in Section III.

The analyzed time series regard the period from October 2014 to April 2015. Initially these data were cleaned and integrated with context data (i.e. day of the week and hour of work) and external environmental data (i.e. temperature, temperature felt, radiation, precipitation and humidity) for the same period. The observations were organized into three basic scenarios as shown in table I:

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Training data set</th>
<th>Test/validation data set</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1</td>
<td>October 2014 – March 2015</td>
<td>April 2015</td>
</tr>
<tr>
<td>S2</td>
<td>January 2015 – March 2015</td>
<td>April 2015</td>
</tr>
<tr>
<td>S3</td>
<td>March 2015</td>
<td>April 2015</td>
</tr>
</tbody>
</table>

The data normalization was performed automatically by the software (i.e. tolbox nnet matlab) in the processing stage.

B. Processing

To implement the neural network we use the feedforwardnet function of Matlab. This function creates a multilayer feedforward network. The following configuration have been used:

- Number hidden layers: 1;
- Number of neurons in the hidden layer: 10;
- Training function: Levenberg-Marquardt backpropagation [18];
- Transfer function for hidden layers: Hyperbolic tangent sigmoid transfer function [19];
- Transfer function for the output layer: Linear transfer function [13].

This configuration has been adopted for this case study after several experiments. The results achieved with the specified configuration were always better when compared with the results of the other alternative configurations. It is also noteworthy to refer that good results were achieved when the network was configured with 5 and 8 neurons in the hidden layer; however, these were still slightly worse than those obtained with 10 neurons in the hidden layer.

The definition of the input and output neurons is shown by Table II, including the number of nodes and their description.

The ANN_h, ANN_l and ANN_s networks were tested with each of the external variables. Each of the networks defined in Table II were tested according to the scenarios in Table I. The network was tested in the forecasting, hour by hour, of each day of the month of April 2015. The output of the ANN returns the forecasting of 24 hours, between midnight and 23:59, of the next day.

<table>
<thead>
<tr>
<th>Id ANN</th>
<th>Input neurons</th>
<th>Output neurons</th>
</tr>
</thead>
<tbody>
<tr>
<td>ANN_1</td>
<td>3 - Context data*</td>
<td>1 - Total consumption/h</td>
</tr>
<tr>
<td>ANN_2</td>
<td>3 - Context data</td>
<td>3 - HVAC consumption - lights consumption - sockets consumption</td>
</tr>
<tr>
<td>ANN_h</td>
<td>4 - Context data; - External environmental data**</td>
<td>1 - HVAC consumption</td>
</tr>
<tr>
<td>ANN_l</td>
<td>4 - Context data; - External environmental data</td>
<td>1 - light consumption</td>
</tr>
<tr>
<td>ANN_s</td>
<td>4 - Context data; - External environmental data</td>
<td>1 - sockets consumption</td>
</tr>
</tbody>
</table>

* The context data refer to: hour; day of the week and hour of work (the hour of work is characterized as: time of high, medium and low occupancy of the building);

** The environment data refer to: temperature, temperature felt, solar radiation, precipitation and humidity.

V. RESULTS

The first tests were made with the ANN_1 network in order to select which scenario was more favorable for the prediction of consumption. We conclude that the most appropriate series to train the network, leading to the best results, was the S1 serie (see Fig. 4 and Table III).
The variation of people in the "research building" is quite irregular throughout the year. Because of this, power consumption also suffers large variations over time, making it difficult to obtain more accurate estimates (i.e. below 10%).

### TABLE III. RESULTS OF ANN_1 USING THE THREE TIME SERIES

<table>
<thead>
<tr>
<th>Forecasted time serie</th>
<th>MAPE %</th>
<th>SMAPE %</th>
</tr>
</thead>
<tbody>
<tr>
<td>F_S1</td>
<td>14.0</td>
<td>14.3</td>
</tr>
<tr>
<td>F_S2</td>
<td>20.5</td>
<td>19.8</td>
</tr>
<tr>
<td>F_S3</td>
<td>16.2</td>
<td>17.2</td>
</tr>
</tbody>
</table>

The following tests are focused on ANN_2 network. These tests have also resulted in good results; however, this is only verified when the individual values obtained by the three outputs are summed to calculate the total consumption per hour. The results obtained for each of the sub consumption groups (i.e. HVAC, Lights and Sockets) were not satisfactory, as shown by Fig. 5 and Table IV.

### TABLE IV. RESULTS OF ANN_2 USING S1

<table>
<thead>
<tr>
<th>Forecasting</th>
<th>MAPE %</th>
<th>SMAPE %</th>
</tr>
</thead>
<tbody>
<tr>
<td>F_HVAC</td>
<td>44.8</td>
<td>34.6</td>
</tr>
<tr>
<td>F_Lights</td>
<td>59.1</td>
<td>55.9</td>
</tr>
<tr>
<td>F_Sockets</td>
<td>18.1</td>
<td>20.5</td>
</tr>
<tr>
<td>F_Total</td>
<td>15.0</td>
<td>15.3</td>
</tr>
</tbody>
</table>

Finally, ANN_h, ANN_l and ANN_s networks are tested, with the aim of analyzing and selecting the external variables which could help improving the results obtained by the network ANN_2. The conclusion is that not all the sub consumer groups were similarly influenced by external variables. Additionally, the scenario that has achieved the best results was not equal for all networks. The achieved results led to the following conclusions:

- **HAVC Network (ANN_h)** - is strongly influenced by temperature and the best results were obtained with the S3 time series;
- **Light Network (ANN_l)** - is strongly influenced by precipitation and the best results have been achieved by using the S1 time series.
- **Sockets Network (ANN_s)** – the precipitation is the variable that had the most positive influence on the results; and S3 time series was the one that enabled the achievement of the best forecasting results.

Fig. 6 and Table V show the results of the networks that have achieved the best results.

### TABLE V. RESULTS OF THE BEST NEURAL NETWORKS

<table>
<thead>
<tr>
<th>Forecasting</th>
<th>MAPE %</th>
<th>SMAPE %</th>
</tr>
</thead>
<tbody>
<tr>
<td>ANN_h</td>
<td>10.3</td>
<td>10.8</td>
</tr>
<tr>
<td>ANN_l</td>
<td>18.1</td>
<td>19.6</td>
</tr>
<tr>
<td>ANN_s</td>
<td>12.6</td>
<td>14.2</td>
</tr>
<tr>
<td>F_Total</td>
<td>13.6</td>
<td>14.9</td>
</tr>
</tbody>
</table>

The fact that the networks are not equally influenced by the same variables has made it impossible to extract conclusions that allow a direct reconfiguration of ANN_2 in order to obtain better results. The average processing time of these networks is of 2 seconds, which allows running the forecasting process by the three networks separately and sequentially. If, in the future, the performance of the process becomes critical to the SOICAM system, the process can be distributed across multiple servers to improve the runtime of the forecast.
VI. CONCLUSIONS

The main conclusion from this case study is that it is possible to get a detailed forecast of energy consumption for every hour of the following day without loss of efficiency when compared to the results obtained by the forecast using only the total consumption. Subsequently, more accurate forecasts using external environmental data, and focused on specific consumption groups can be performed.

As future work, the study of the same time series according to the same methodology, to predict each 5 minutes of the next hour is proposed. When the historical data in this series completes a cycle exceeding one year, it is proposed to study network behavior with the inclusion of the variable "epoch of year" with respect to its efficiency and its performance.
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