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Abstract—In 1997, Moody and Wu presented recurrent reinforcement learning (RRL) as a viable machine learning method within algorithmic trading. Subsequent research has shown a degree of controversy with regards to the benefits of incorporating technical indicators in the recurrent reinforcement learning framework. In 1991, Nison introduced Japanese candlesticks to the global research community as an alternative to employing traditional indicators within the technical analysis of financial time series. The research, accumulated over the past two and a half decades, contains conflicting results with regards to the utility of using Japanese candlestick patterns in exploiting inefficiencies in financial time series. In this paper, we combine features based on Japanese candlesticks with recurrent reinforcement learning to produce a high-frequency algorithmic trading system for the E-mini S&P 500 index futures market. Our empirical study shows a statistically significant increase in both return and Sharpe ratio compared to relevant benchmarks, suggesting the existence of exploitable spatio-temporal structure in Japanese candlestick patterns and the ability of recurrent reinforcement learning to detect and take advantage of this structure in a high-frequency equity index futures trading environment.

I. INTRODUCTION

The computational power offered by contemporary computer systems, coupled with the abundance of available financial data, has led to a proliferation of research based on data-driven machine learning methods within the algorithmic trading literature. Since the inception of electronic exchanges over three decades ago, a variety of machine learning paradigms have shown their benefits in forecasting financial time series, in reducing trade execution costs and in creating profitable, risk-adjusted trading strategies.

In 1997, Moody and Wu introduced a policy-based recurrent reinforcement learning (RRL) model to create risk-adjusted, cost-sensitive trading strategies, using a differential Sharpe ratio as an objective function for optimization purposes, and a set of lagged returns together with a recurrent trade position signal as the basic inputs to the trading system [1]. Since then, numerous studies have contributed to an increased understanding of RRL-based trading systems, but with controversial results with respect to the utility of incorporating technical indicators as additional inputs. Dempster and Leemans found no increase in performance when adding additional technical indicators as inputs to the RRL models as compared to using only lagged returns [2].

Japanese Candlesticks, a technical analysis technique, were invented in 18th century Japan, but were first introduced to the global research community in 1991 when Nison published a book in English on the subject [3]. Research into the utility of using Japanese Candlesticks in predicting market moves shows conflicting results, where numerous studies find no useful structure in Japanese Candlestick patterns [4-9].

The datasets used in RRL and Japanese Candlestick research are mostly based on daily market prices. Furthermore, existing intraday studies in RRL use Forex market data [2,10,11]. In this paper, we supply the basic RRL model with additional inputs, in the form of derived Japanese Candlestick features, based on high-frequency data from the E-mini S&P 500 equity index futures market. Our empirical results show a statistically significant increase in both return and Sharpe ratio, in a frictionless setting, when benchmarked against the basic RRL model, a random trading strategy and a simple buy-and-hold trading strategy.

This paper is structured as follows. Section II introduces RRL and Japanese Candlesticks, with a review of related work in Section III. Section IV presents the methodology adopted in this paper, followed by the experimental approach used in Section V. The results from the experiments are presented in Section VI and conclusive remarks are given in Section VII.

II. BACKGROUND

A. Recurrent Reinforcement Learning

The basic recurrent reinforcement learning (RRL) algorithm was introduced by Moody and Wu in 1997 [1], with more detailed presentations in later publications [11,12]. In its most basic form, the RRL model is equivalent to a single-layer, single-unit recurrent neural network with a hyperbolic tangent function as its activation function

\[ F_t = \tanh(\sum_{i=0}^{m} w_i r_{t-i} + w_{m+1} F_{t-1} + w_{m+2} v) \] (1)

where \( F_t \) is the output \([-1,1]\) of the network at time \( t \), \( F_{t-1} \) is the output of the network at the previous time step \( t-1 \), \( v \) is the threshold bias and \( w_0, \ldots, w_{m+2} \) are the network weights. The terms \( r_{t,i} \) refer to the non-recurrent inputs to the network in the form of lagged returns, where the return \( r \) at time \( t \) is defined in terms of the market prices \( p_t \) and \( p_{t-i} \) at time \( t \) and \( t-i \) respectively to create either a simple market return (2) or a relative market return (3)
\[ \eta = p_t - p_{t-1} \]  
(2)
\[ \tau_t = \frac{p_t - p_{t-1}}{p_{t-1}} \]  
(3)

The only recurrent input to the network is the network's previous output \( F_{t-1} \), corresponding to the trading decision made at time \( t-1 \). In the literature, this signal is usually post-processed to create a binary \( \{+1, -1\} \) long/short trading strategy or a ternary \( \{+1, 0, -1\} \) long/neutral/short trading strategy. The excess trading return \( R_t \) at time \( t \) for a binary trading strategy can be expressed as

\[ R_t = \tau_t^f + \text{sgn}(F_{t-1})(\tau_t^f - \tau_t^l) - \delta |\text{sgn}(F_t) - \text{sgn}(F_{t-1})| \]  
(4)

where \( \text{sgn}(x) \) is the signum function, returning +1 for \( x \geq 0 \) and -1 otherwise, \( \tau_t \) is the market return at time \( t \), and \( \tau_t^f \) is the return of a risk-free asset at time \( t \) and \( \delta \) is the transaction cost for a trade. If the \( \tau_t^f \) term is dropped from (4) and if multiple shares \( \mu \) are traded, a general expression for a single-asset return is obtained as

\[ R_t = \mu(\text{sgn}(F_{t-1})\tau_t - \delta |\text{sgn}(F_t) - \text{sgn}(F_{t-1})|) \]  
(5)

Supervised learning using a neural network is usually accomplished by optimizing an appropriate objective function, such as minimizing the sum of squared errors between the network's actual- and target output. This scheme requires datasets labeled with the true target values in order to train the network. To avoid a time-consuming labeling procedure, a reinforcement learning scheme can be used instead, where the concept of a temporal difference is employed. In its simplest form, temporal difference learning simply uses the network's output at time \( t \) as the target value for the network at time \( t+1 \). Moody and Wu used the Sharpe ratio (SR) as their objective function

\[ \text{SR} = \frac{\text{mean}(R_t)}{\text{std}(R_t)} \]  
(7)

i.e. the ratio between the average trading return and its standard deviation. An online version can be expressed using an exponential moving average of the SR

\[ \text{EMASR}_t = \frac{A_t}{B_t + \kappa_e^2} \]  
(8)

where

\[ A_t = A_{t-1} + \eta(R_t - A_{t-1}) \]
\[ B_t = B_{t-1} + \eta(R_t^2 - B_{t-1}) \]
\[ \kappa_e = \frac{1}{\sqrt{1 - \eta}} \]

and \( \eta \) is the adaption rate. The differential Sharpe ratio (DSR) is then obtained through a first-order Taylor expansion in the adaption rate \( \eta \) in (8), yielding the expression

\[ \text{DSR}_t = \frac{d\text{EMASR}_t}{d\eta} \bigg|_{\eta=0} = \frac{B_{t-1} - A_{t-1}}{B_{t-1}} \frac{2A_{t-1}R_{t-1}}{B_{t-1}^2} \]  
(9)

In order to maximize the DSR, gradient ascent (10) can be used to update a specific network weight incrementally

\[ w_t = w_{t-1} + \rho \Delta w_t \]  
(10)

where \( \Delta w_t \) is the weight delta and hyper-parameter \( \rho \) is the network's learning rate. The weight delta is obtained by using the chain rule to express the derivative of the DSR with respect to a specific network weight

\[ \Delta w_t = \frac{d\text{DSR}_t}{dw_t} = \frac{d\text{DSR}_t}{dF_t} \frac{dF_t}{dw_t} \]  
(11)

where

\[ \frac{d\text{DSR}_t}{dF_t} = \frac{B_{t-1} - A_{t-1}R_t}{B_{t-1}^2} \]
\[ \frac{dF_t}{dw_t} = -\mu \cdot \sigma \cdot \text{sgn}(F_t - F_{t-1}) \]
\[ \frac{dR_t}{dF_{t-1}} = \mu \cdot \left( \tau_t + \sigma \cdot \text{sgn}(F_t - F_{t-1}) \right) \]

This is equivalent to the standard backpropagation algorithm for updating the weights in a non-recurrent network. In order to calculate the derivative of the recurrent trading signal \( F_t \) with respect to the network weights at time \( t \), the exact solution requires all derivates from time 0 to \( t \) to be computed. Although, using a stochastic update procedure similar to backpropagation through time (BPTT) [13], the derivates for the recurrent trading signal with respect to the network weights at time \( t \) can be approximated by using the value of the derivative at the previous time step

\[ \frac{dF_t}{dw_t} \approx \frac{dF_t}{dw_{t-1}} + \frac{dF_t}{dF_{t-1}} \frac{dF_{t-1}}{dw_{t-1}} \]  
(12)

All terms in (11) and (12) can be calculated recursively in terms of their values in the previous time step. The machine learning model presented above constitutes the basic RRL model presented by Moody and Wu [1,11-12]. The profit, i.e. the cumulative trading return, can be calculated as an absolute profit (13) when using the simple return (2) or as a percentage (14) when using the relative return (3)

\[ P_T = \sum_{t=0}^{T} R_t \]  
(13)
\[ P_T = \prod_{t=0}^{T} (1 + R_t) - 1 \]  
(14)
B. Japanese Candlesticks

Japanese Candlesticks were invented in Japan in the 18th century in order to analyze the contemporary rice market, but were only introduced to the global research community in 1991 [3]. A candlestick is made up of four prices; the open-, high-, low- and closing price (often abbreviated as OHLC) during a specific time interval. The open price corresponds to the price level at the beginning of the time interval, whereas the closing price corresponds to the price level at the end of the time interval. The high- and low prices are the highest and the lowest price levels that occur during the time interval.

Candlesticks are often visualized on technical charts according to Fig. 1 and resemble the box and whiskers in a box-and-whiskers plot. The box, or body, of a candlestick is bounded above and below by the opening- and closing price, whereas the peak of the upper whisker constitutes the high price and the peak of the lower whisker constitutes the low price during the time interval. The range between the opening and closing price is called the candlestick’s real body. If the closing price is higher than the opening price (a bullish interval), the real body is visualized using an opaque- or black color (left candlestick in Fig. 1). Conversely, if the closing price is lower than the opening price (a bearish interval), the real body is visualized using an opaque- or black color (right candlestick in Fig. 1). The candlestick’s upper whisker is called the upper shadow and the lower whisker is called the lower shadow.

Although various information can be extracted from a single candlestick, patterns consisting of two or three consecutive candlesticks are commonly used in the chart analysis literature [3]. By analyzing candlestick patterns, information about trends and reversals can be extracted. Fig. 2 shows examples of three candlestick patterns; the single candlestick pattern called a Doji (left), the two-opening pattern called a Bullish Harami (middle) and the three-candlestick pattern called an Evening Star (right). As an example, an Evening Star pattern following an uptrend is indicative of a trend-reversal.

Candlesticks are commonly used in conjunction with trend indicators, such as a 5-minute simple moving average.

Fig. 1. Japanese candlesticks; bullish (left), bearish (right).

Fig. 2. Candlestick patterns; Doji (left), Bullish Harami (middle), Evening Star (right).

III. RELATED WORK

Following the introduction of the basic RRL algorithm [1], Moody and Wu experimented with creating single-asset trading strategies, asset allocation strategies and rebalancing portfolios in the intraday Forex market (USD/GBP), daily equity index (S&P 500) market and the US treasury bills market, yielding positive returns and Sharpe ratios in the presence of transaction costs [11,12]. They also experimented with various objective functions, besides the basic differential Sharpe ratio, where a modified Sterling ratio was shown to be beneficial. The basic RRL model was also benchmarked with a trading strategy based on the off-policy, online Q-learning reinforcement learning algorithm, where RRL outperformed its benchmark.

Gold created single- and multilayer versions of the basic RRL model using intraday data for 25 Forex markets, with profitable outcomes in all but a few of the markets [10]. One important conclusion from this study was that single-layer RRL models outperformed multi-layer RRL models.

Dempster and Leemans created an automated trading system [2] consisting of three layers; the RRL machine learning layer, a risk management layer and an optimization layer. Intraday data for the EUR/USD currency pair were used, yielding superior results for their three-layer models as compared to the basic RRL model. One important result from this study was that no increase in performance was observed when adding additional technical indicators as inputs.

Bertoluzzo and Corazza used RRL to create ternary trading strategies (long, short, neutral) for 9 daily equity indices. Two major differences from previous studies included the use of a stop-loss risk management strategy and the use of the reciprocal of the returns weighted direction symmetry index as their objective function [14]. Profitable results were reported for all but one equity index.

Gorse compared RRL with genetic programming (GP), using daily, weekly and monthly opening prices of the S&P 500 stock index [15]. The study showed that RRL worked better on higher frequency data, whereas GP performed better on monthly data. Once again, experiments with RRL based on multi-layer networks did not improve performance.

Maringer and Ramlohu introduced threshold-based regime-switching models to RRL in 2010, using a GARCH-based volatility measure as the transition variable [16]. Their
experiments using data from 4 equity index markets showed an increase in performance as compared to the basic RRL model. In subsequent studies, experiments were conducted with different transition variables [17] and smooth regime-switching RRL models for creating portfolio- and single-asset trading strategies [18], using daily data for various equity indices. The studies showed promising results for volume-based transition variables and smooth regime-switching RRL models.

Maringer and Zhang further investigated the transition variable selection problem by comparing the performance of different regime-switching RRL models using four different transition variables [19]. Daily closing prices and trading volume for 238 S&P 500 index constituent stocks were used and showed that the volume-based transition variable yielded the highest Sharpe ratios. Following this, an automated regime-switching transition function model was introduced, which outperformed earlier models on daily data for 20 S&P 100 stocks, where the price-to-earnings ratio transition variable produced the highest Sharpe ratios [20]. Experiments with two different ensemble-based schemes for updating the parameters of the RRL models were also conducted using daily prices for all 500 constituents of the S&P 500 index, resulting in higher Sharpe ratios [21].

Zhang and Maringer also conducted experiments using the genetic algorithm (GA) to select an optimal subset of input parameters, consisting of lagged returns, technical indicators, fundamental indicators and econometric indicators, to the RRL model. Daily data for 238 [22] and 180 [23] constituent stocks of the S&P 500 index were used. Their results showed that a GA-optimized model could outperform the basic RRL model (using only lagged returns of closing prices as inputs), suggesting that the joint information found in a mixture of technical-, fundamental- and econometric indicators is beneficial for RRL model performance.

Japanese Candlestick patterns have successfully been used in determining trends and predicting trend reversals [24-37], but there also exists numerous studies that do not find any evidence of usable structure in Japanese Candlestick patterns, using intraday- and daily data for equity and index markets [4-9]. Proponents of Japanese Candlesticks have conducted studies using data for the US equity and equity index markets [24,27,32,36], European equity index markets [33,37], Korean equity markets [25], Taiwanese equity markets [26,28-30,35], Philippine equity markets [31] and Forex markets [34-35]. Three studies used intraday data [32,34,37] and two studies incorporated market volume in addition to the open-, high- low- and closing prices [28,32]. All studies resulted in a positive outcome with respect to the utility of Japanese Candlesticks. Most studies conduct a statistical evaluation of Japanese Candlestick patterns, but in [25] an expert system was developed and in [27] a tapped-delay, feedforward neural network was used to create a trading model. In [31], candlestick features were used in conjunction with fuzzy decision trees and in [32,34] rule-based trading systems were developed. More recently, computer vision techniques have been used to create a content-based image retrieval system (CBIR) based on 7 wavelet patterns derived from candlestick charts [36] and to decrease trade execution costs [37].

IV. Method

The related work reflects the controversy with regards to usable structure in Japanese Candlestick patterns and in the ability of the RRL model to benefit from additional inputs besides lagged returns, based on closing prices. Furthermore, most studies found in the literature regarding RRL and Japanese Candlesticks are based on daily equity and equity index market prices. The focus of this study is therefore in determining if there exists useful structure in Japanese Candlestick patterns for intraday equity index futures markets and if RRL can benefit from additional lagged inputs of features derived from Japanese Candlesticks.

A. Data Acquisition and Feature Extraction

The E-mini S&P 500 equity index futures contract (ES), traded on the Chicago Mercantile Exchange, was chosen for the research work. The contract has a quarterly expiry schedule with a minimum tick size of 0.25 index points, where each tick is worth $12.50 per tick and contract. Two months worth (5th July – 2nd September 2011) of tick data was downloaded from Slickcharts [38]. The data was aggregated into 1-minute bars, each including the open-, high-, low- and close prices. Missing data points, i.e. missing tick data for one or more minutes, was handled by using the same price levels as the previously existing aggregated data point. Four non-parametric features, similar to [31], were extracted from a single candlestick as shown in Fig 3.

![Derived Candlesticks Features](image_url)

Fig. 3. Derived candlesticks features.

The first feature $\Delta HL_t$, uses the high and low price at time $t$, and is the candlestick's normalized range

$$\Delta HL_t = \frac{High_t - Low_t}{Low_t}$$

(15)

The second feature $NUS_t$ is the normalized upper shadow (16) and is computed by subtracting the maximum of the normalized open- (17) and closing price (18) from 1.0

$$NUS_t = 1 - max(NC_t, NO_t)$$

(16)

$$NO_t = \frac{Open_t - Low_t}{High_t - Low_t}$$

(17)

$$NC_t = \frac{Close_t - Low_t}{High_t - Low_t}$$

(18)
The third feature \( NLS \), is the normalized lower shadow (19) and is computed by choosing the minimum of the normalized open- \((17)\) and closing price \((18)\)

\[
NLS_t = \min(NC_t, NO_t) \quad (19)
\]

The fourth feature \( \Delta NRB \), is the normalized real body \((20)\) and is computed by subtracting the normalized open price \((17)\) from the normalized closing price \((18)\)

\[
\Delta NRB_t = NC_t - NO_t \quad (20)
\]

In addition to these three single candlestick features, three relative candlestick features were derived; the relative closing price return \((21)\), the relative high price return \((22)\) and the relative low price return \((23)\)

\[
CR_t = \frac{Close_t - Close_{t-1}}{Close_{t-1}} \quad (21)
\]

\[
HR_t = \frac{High_t - High_{t-1}}{High_{t-1}} \quad (22)
\]

\[
LR_t = \frac{Low_t - Low_{t-1}}{Low_{t-1}} \quad (23)
\]

The relative closing price return \((21)\) is identical to \((3)\). These 7 features were lagged 1-4 time steps to create a total of 35 inputs in addition to the recurrent trading signal.

**B. Dataset Partitioning**

The dataset was split into training-, validation- and test datasets using a rolling window scheme (see Fig. 4). The initial 14000 data points (10 trading days) were used to train 100 RRL models using the derived candlestick features as lagged inputs. During the training procedure, a validation set consisting of the 1400 data points (1 trading day) immediately following the training dataset was used together with a an early stopping criterion to prevent overfitting the RRL models. The early stopping criterion halted training when the Sharpe ratio on the validation set started to decrease. Finally, the trained RRL model was used to trade the test set consisting of the 1400 data points (1 trading day) immediately following the validation set. All three datasets were then rolled forward by 1400 data points (1 trading day) and the procedure above was repeated. By rolling the three windows over the entire dataset, 31 consecutive test datasets were obtained (the rightmost 31 columns in Fig. 4).

**C. Objective Function and Performance Measures**

The differential Sharpe ratio \((9)\) was used as the RRL algorithm's objective function. As performance measures, the Sharpe ratio \((7)\) and the return percentage \((14)\) were used.

**D. Benchmarks**

In order to validate the performance of our Candlestick RRL (CR) model, we benchmarked its performance against the basic RRL (BR) model, which only uses lagged closing price returns as its non-recurrent inputs \((21)\), a random "zero intelligence" trading strategy \((ZI)\) and a buy-and-hold \((BH)\) trading strategy. All models produced binary \{+1, -1\} long/short trading signals. The random strategy randomly selected between a long position \(+1\) or a short \(-1\) position during each time step, whereas the buy-and-hold strategy simply held a long position \(+1\) during the entire trading period.

**V. Experiments**

The entire dataset was used according to the rolling widow scheme. Instead of selecting the best performing model from the validation set, we evaluated the performance of all models on the test dataset. With the rolling window scheme, we ended up testing the performance of our models on 31 trading days. All models were created with the following hyper-parameter settings; the number of contracts traded \(\mu = 1\), trading costs \(\delta = 0\) in \((5)\), the learning rate \(\rho = 0.01\) in \((10)\) and the adaption rate parameter \(\eta = 0.05\) in \((8)\).

We also repeated the above experiments using trading costs. Interest fees (i.e. over-night carry costs) are not applicable in high-frequency trading since all positions are closed-out before the end of the trading day. Furthermore, taxes are not accounted for in this study. The complex effects of slippage were relaxed, using the simplified assumption that when trading one-lots of the front-month E-mini S&P 500 futures contract, there would be enough liquidity in the market for a market order of a single contract to cross immediately without moving the market. Furthermore, the market spread was assumed to be 1 tick \((0.25\text{ index points})\). Commission fees and transaction fees are highly dependent on which brokerage is used, exchange membership and other circumstantial factors. We made the simple assumption that these fees were negligible compared to the market spread cost associated with a market order. Therefore, we included the market spread \((0.25\text{ index points})\) as our only cost per contract and round trip, i.e. when switching a position between long and short, we included a transaction cost of \(2 \times 0.25 = 0.50\text{ index points}\).

![Fig. 4. Dataset partitioning; 10-day training window, 1-day validation window, 1-day test window (with 1-day rolling window scheme).](image-url)
VI. RESULTS

The performance measures for the four models over the 31 test datasets are tabulated in Table I (Sharpe ratio) and Table II (return) respectively. The Shape ratios, calculated using (7), are displayed as $10^2$ and the returns, calculated using (14), are given as a percentage. Each value in both tables are medians for 100 models, where values not surrounded by parentheses are for the frictionless case (no transaction costs) and values within parentheses reflect the performance with transaction costs included. The four different types of models are abbreviated as BH (the buy-and-hold trader), ZI (the "zero intelligence" random trader), BR (the basic RRL trader using only lagged closing price returns as non-recurrent inputs) and CR (the RRL trader using lagged candlestick features as non-recurrent inputs).

### Table I

<table>
<thead>
<tr>
<th>#</th>
<th>BH</th>
<th>ZI</th>
<th>BR</th>
<th>CR</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3.04</td>
<td>0.03</td>
<td>-48.10</td>
<td>9.85</td>
</tr>
<tr>
<td>2</td>
<td>0.12</td>
<td>-0.17</td>
<td>-61.43</td>
<td>14.58</td>
</tr>
<tr>
<td>3</td>
<td>-0.70</td>
<td>-0.13</td>
<td>-39.73</td>
<td>4.47</td>
</tr>
<tr>
<td>4</td>
<td>-0.76</td>
<td>-0.53</td>
<td>-55.64</td>
<td>9.85</td>
</tr>
<tr>
<td>5</td>
<td>-5.19</td>
<td>-0.88</td>
<td>-56.81</td>
<td>9.05</td>
</tr>
<tr>
<td>6</td>
<td>-0.16</td>
<td>-0.13</td>
<td>-50.85</td>
<td>8.20</td>
</tr>
<tr>
<td>7</td>
<td>-1.19</td>
<td>-0.27</td>
<td>-40.78</td>
<td>4.16</td>
</tr>
<tr>
<td>8</td>
<td>-1.67</td>
<td>-0.14</td>
<td>-36.69</td>
<td>5.35</td>
</tr>
<tr>
<td>9</td>
<td>-2.86</td>
<td>-0.22</td>
<td>-44.82</td>
<td>10.11</td>
</tr>
<tr>
<td>10</td>
<td>-1.30</td>
<td>-0.18</td>
<td>-39.43</td>
<td>7.78</td>
</tr>
<tr>
<td>11</td>
<td>-3.16</td>
<td>-0.13</td>
<td>-33.10</td>
<td>7.06</td>
</tr>
<tr>
<td>12</td>
<td>-0.73</td>
<td>-0.21</td>
<td>-18.99</td>
<td>3.60</td>
</tr>
<tr>
<td>13</td>
<td>-3.34</td>
<td>0.05</td>
<td>-17.12</td>
<td>4.99</td>
</tr>
<tr>
<td>14</td>
<td>0.15</td>
<td>-0.21</td>
<td>-18.49</td>
<td>0.30</td>
</tr>
<tr>
<td>15</td>
<td>1.20</td>
<td>-0.29</td>
<td>-18.65</td>
<td>3.96</td>
</tr>
<tr>
<td>16</td>
<td>0.90</td>
<td>0.55</td>
<td>-20.59</td>
<td>4.92</td>
</tr>
<tr>
<td>17</td>
<td>1.72</td>
<td>-0.26</td>
<td>-27.82</td>
<td>5.61</td>
</tr>
<tr>
<td>18</td>
<td>1.86</td>
<td>-0.32</td>
<td>-40.47</td>
<td>0.50</td>
</tr>
<tr>
<td>19</td>
<td>-1.38</td>
<td>-0.13</td>
<td>-39.46</td>
<td>5.60</td>
</tr>
<tr>
<td>20</td>
<td>0.92</td>
<td>-0.07</td>
<td>-42.15</td>
<td>4.00</td>
</tr>
<tr>
<td>21</td>
<td>-4.67</td>
<td>-0.23</td>
<td>-32.79</td>
<td>6.96</td>
</tr>
<tr>
<td>22</td>
<td>-1.02</td>
<td>-0.35</td>
<td>-24.35</td>
<td>4.73</td>
</tr>
<tr>
<td>23</td>
<td>2.11</td>
<td>-0.28</td>
<td>-36.11</td>
<td>5.58</td>
</tr>
<tr>
<td>24</td>
<td>1.89</td>
<td>-0.10</td>
<td>-35.42</td>
<td>5.72</td>
</tr>
<tr>
<td>25</td>
<td>-0.18</td>
<td>-0.02</td>
<td>-34.57</td>
<td>4.24</td>
</tr>
<tr>
<td>26</td>
<td>1.74</td>
<td>-0.13</td>
<td>-31.20</td>
<td>6.54</td>
</tr>
<tr>
<td>27</td>
<td>4.16</td>
<td>-0.24</td>
<td>-45.68</td>
<td>9.06</td>
</tr>
<tr>
<td>28</td>
<td>0.06</td>
<td>-0.18</td>
<td>-48.36</td>
<td>9.35</td>
</tr>
<tr>
<td>29</td>
<td>3.05</td>
<td>-0.21</td>
<td>-47.10</td>
<td>11.94</td>
</tr>
<tr>
<td>30</td>
<td>-0.59</td>
<td>-0.59</td>
<td>-36.77</td>
<td>9.00</td>
</tr>
<tr>
<td>31</td>
<td>-3.50</td>
<td>-0.19</td>
<td>-34.55</td>
<td>9.06</td>
</tr>
</tbody>
</table>

### Table II

<table>
<thead>
<tr>
<th>#</th>
<th>BH</th>
<th>ZI</th>
<th>BR</th>
<th>CR</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.45</td>
<td>0.01</td>
<td>-23.08</td>
<td>4.78</td>
</tr>
<tr>
<td>2</td>
<td>0.04</td>
<td>-0.02</td>
<td>-23.08</td>
<td>5.00</td>
</tr>
<tr>
<td>3</td>
<td>-0.43</td>
<td>-0.06</td>
<td>-22.79</td>
<td>2.68</td>
</tr>
<tr>
<td>4</td>
<td>-0.30</td>
<td>-0.21</td>
<td>-23.05</td>
<td>3.87</td>
</tr>
<tr>
<td>5</td>
<td>-1.99</td>
<td>-0.34</td>
<td>-23.36</td>
<td>3.54</td>
</tr>
<tr>
<td>6</td>
<td>-0.08</td>
<td>-0.06</td>
<td>-23.31</td>
<td>2.43</td>
</tr>
<tr>
<td>7</td>
<td>-0.07</td>
<td>-0.20</td>
<td>-24.05</td>
<td>0.57</td>
</tr>
<tr>
<td>8</td>
<td>-1.14</td>
<td>-0.08</td>
<td>-23.53</td>
<td>1.37</td>
</tr>
<tr>
<td>9</td>
<td>-1.58</td>
<td>-0.11</td>
<td>-24.29</td>
<td>3.93</td>
</tr>
<tr>
<td>10</td>
<td>-0.85</td>
<td>-0.13</td>
<td>-24.27</td>
<td>2.94</td>
</tr>
<tr>
<td>11</td>
<td>-2.58</td>
<td>-0.08</td>
<td>-24.97</td>
<td>2.93</td>
</tr>
<tr>
<td>12</td>
<td>-1.17</td>
<td>-0.40</td>
<td>-25.30</td>
<td>1.50</td>
</tr>
<tr>
<td>13</td>
<td>-5.61</td>
<td>-0.03</td>
<td>-25.61</td>
<td>1.71</td>
</tr>
<tr>
<td>14</td>
<td>0.16</td>
<td>-0.45</td>
<td>-27.28</td>
<td>0.16</td>
</tr>
<tr>
<td>15</td>
<td>1.84</td>
<td>0.38</td>
<td>-26.18</td>
<td>0.01</td>
</tr>
<tr>
<td>16</td>
<td>1.27</td>
<td>0.73</td>
<td>-26.84</td>
<td>1.49</td>
</tr>
<tr>
<td>17</td>
<td>1.75</td>
<td>-0.30</td>
<td>-25.74</td>
<td>1.97</td>
</tr>
<tr>
<td>18</td>
<td>1.23</td>
<td>-0.23</td>
<td>-25.66</td>
<td>0.23</td>
</tr>
<tr>
<td>19</td>
<td>-0.96</td>
<td>-0.98</td>
<td>-25.55</td>
<td>1.55</td>
</tr>
<tr>
<td>20</td>
<td>0.57</td>
<td>-0.66</td>
<td>-25.51</td>
<td>0.47</td>
</tr>
<tr>
<td>21</td>
<td>-3.97</td>
<td>-0.18</td>
<td>-25.84</td>
<td>2.96</td>
</tr>
<tr>
<td>22</td>
<td>-1.29</td>
<td>-0.48</td>
<td>-26.44</td>
<td>1.13</td>
</tr>
<tr>
<td>23</td>
<td>1.69</td>
<td>1.66</td>
<td>-26.75</td>
<td>1.67</td>
</tr>
<tr>
<td>24</td>
<td>1.51</td>
<td>-0.10</td>
<td>-26.35</td>
<td>1.80</td>
</tr>
<tr>
<td>25</td>
<td>-0.17</td>
<td>-0.19</td>
<td>-25.93</td>
<td>0.60</td>
</tr>
<tr>
<td>26</td>
<td>1.58</td>
<td>0.09</td>
<td>-26.06</td>
<td>2.71</td>
</tr>
<tr>
<td>27</td>
<td>2.41</td>
<td>0.13</td>
<td>-25.60</td>
<td>4.02</td>
</tr>
<tr>
<td>28</td>
<td>0.02</td>
<td>0.08</td>
<td>-25.00</td>
<td>3.82</td>
</tr>
<tr>
<td>29</td>
<td>1.66</td>
<td>0.14</td>
<td>-25.20</td>
<td>4.89</td>
</tr>
<tr>
<td>30</td>
<td>-0.45</td>
<td>-0.45</td>
<td>-25.11</td>
<td>4.91</td>
</tr>
<tr>
<td>31</td>
<td>-2.77</td>
<td>-2.79</td>
<td>-25.41</td>
<td>5.33</td>
</tr>
</tbody>
</table>

---

Fig. 5 and Fig. 6 below the two tables contain box plots for the 100 models of each model type over all 31 test datasets, i.e. each box plot is for 100 models run over 31 trading days. The box plots were created using Matlab’s `boxplot` command with the "notch" feature turned on, i.e. two medians are significantly different at the 5% level if their notch intervals do not overlap. In Fig. 5, the left box plot shows the Sharpe ratios for the frictionless case (no transaction costs) and the right box plot depicts the Sharpe ratios with transaction costs included. Likewise, in Fig 6, the left box plot displays the returns with trading costs excluded and the right box plot visualizes the returns with transaction costs included. The box plots convey the general performance between the four different model types across the 31 trading days and the tables compares their performance for each trading day individually.
Table I shows the candlestick-based RRL model (CR) outperforming the basic RRL model (BR) during all 31 trading days, with positive Sharpe ratios during each trading day, in the case where no transaction costs are included. In fact, this result is statistically significant at the 5% level with regards to the median Sharpe ratios during each trading day. Equivalently, by inspecting Table II, one can observe that the candlestick-based RRL model (CR) has a higher return than the basic RRL model (BR) during all 31 trading days, with positive returns each trading day, in the case where no transaction costs are included. This result is also significant each trading day with regards to the median returns. This suggests that there exists exploitable structure in features derived from Japanese candlesticks, using intraday data for the E-mini S&P 500 futures market, and that the RRL algorithm is able to detect and take advantage of this spatio-temporal information. Both the RRL-based models are also significantly better than the zero intelligence (ZI) model and the buy-and-hold (BH) model, where, in general, the buy-and-hold model outperforms the zero intelligence model in a bullish market and the zero intelligence model outperforms the buy-and-hold model in a bearish market.

The left box plots in Fig. 5 and Fig. 6 show the overall performance of all 100 models over all trading days in the frictionless setting. The buy-and-hold (BH) model's median is centered around the zero line in both plots. The reason for this can be inferred by examining the return curves for each trading day, where the buy-and-hold model is profitable in a rising (bullish) market and incurs a loss in a declining (bearish) market. The zero intelligence trader's (ZI) medians are also centered around zero, but have a tighter inter-quartile range compared to the buy-and-hold model. The box plots show the basic RRL trader (BR) significantly outperforming both the buy-and-hold (BH) trader and the zero intelligence trader (ZI) over all 100 models and all 31 trading days. Furthermore, the candlestick-based RRL (CR) trader significantly outperforms all other three models.

To get a general idea of the trading profiles of the four models, Fig. 7 shows the average equity curves (returns) of the 100 models for the first 5 trading days in the frictionless case (top) and with trading costs included (bottom). The general pattern in the top row, shows rising equity curves with little drawdown for the two RRL-based traders, fluctuations around the zero line for the zero intelligence trader and essentially the market return for the buy-and-hold trader.

When transaction costs are accounted for, the picture changes dramatically. For the buy-and-hold (BH) trader, the values in Table I and Table II are essentially unchanged, since only one round trip is made per trading day. On the other hand, the zero intelligence (ZI) trader fails miserably with large negative Sharpe ratios and returns, which is reflected in the right box plots in Fig. 5 and Fig. 6, and by a barely discernable sharply decreasing curve in the bottom row in Fig. 7. For the two RRL-based traders, the Sharpe ratios and returns are mostly negative, with similar inter-quartile ranges as the buy-and-hold trader, as seen in Fig. 5 and Fig. 6. Furthermore, the candlestick-based RRL (CR) trader performs slightly better than the basic RRL (BR) trader, although the difference in median Sharpe ratios and returns between the two RRL-based traders and the buy-and-hold trader are not significant. Any profits have essentially been wiped-out by the market spread cost when trading market orders.

VII. CONCLUSIONS

In this paper, we have reviewed prior research on recurrent reinforcement learning (RRL) in algorithmic trading and found conflicting results with regards to the benefit of incorporating technical indicators as additional inputs to the RRL algorithm. We also reviewed existing research regarding the utility of Japanese candlestick patterns in financial time series analysis, where a divide between proponents and opponents exists.

We hypothesized that lagged features, derived from Japanese candlesticks, using intraday data for the E-mini S&P 500 futures market, contain useful spatio-temporal structure and that the RRL algorithm can be used to detect and take advantage of this information in creating a binary trading strategy. To test our hypothesis, we trained 100 models using the differential Sharpe ratio as our objective function and tested the models' performance on 31 trading days worth of data, using a rolling window approach. Our models were benchmarked against a buy-and-hold model, a zero intelligence model and a basic RRL model, in both a frictionless environment (no trading costs) and with trading costs included.

Our results showed significantly higher median Sharpe ratios and returns for the candlestick-based RRL model as compared to the three benchmark models, in the frictionless setting, suggesting that there indeed does exists exploitable structure in Japanese candlestick patterns for intraday equity index futures trading and that the RRL algorithm can take advantage of this information. Although, the current candlestick-based model is too simplistic when transaction costs are included, where the cost of the market spread wiped-out all profits in our empirical study when submitting market orders.

In a future study, it would be interesting to add additional features, based on technical indicators, as inputs to the RRL algorithm for an intraday trading scenario (similar to Zhang and Maringer [22-23] for daily data). It would also be interesting to investigate multi-layered architectures further and compare the results with Gold [10] and Gorse [15]. Since the objective function directly affects the performance of the trading model, it would also be interesting to investigate alternative objective functions, other than the differential Sharpe ratio.
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