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Abstract—Detection of bone area in X-ray images and methods
of comparing such images on the basis on their content is still
an issue which can be substantially improved. In this paper we
present a new method of efficient bone identification and its
description by a collection of simple geometrical shapes. The
idea of this kind of bones description was to developed a method
that could reduce the amount of data to minimum. The solution
enables fast comparison of X-ray images by checking small
amount of data. This kind of geometric description of bone area
is designed to create a robust bone descriptor which will be used
as image pattern for image comparison method. The assumption
is to create a descriptor of X-ray digital image content, mining
them in large databases and search and compare X-ray images on
the basis of their content. The achievement of the objectives was
possible through the use of an edge detection method modified
by the authors. Application of our method of edge detection gives
much more satisfactory results and possibilities to further process
medical images than commonly used methods of edge detection.

I. INTRODUCTION

Digital X-ray image processing is an important area of
medical computer science and there exist many methods of
bone detection, description and comparison. Part of the re-
search refers to bone detection algorithms basing on the bone
structure (bone density) [6]. Such algorithms examine a kind
of tissues contained in X-ray images. Soft tissue and bone
tissue are separated most frequently by the dual-energy X-
ray absorptiometry (DEXA) [19]. A large set of algorithms
developed in this area allows to perform very interesting
operations on X-ray image. It gives a possibility to generate
a lot of important information which are contained in X-ray
images.

Despite of developing many algorithms, there is a need to
develop methods which will generate the minimal amount of
data to describe digital X-ray images. At the same time, there is
a demand for efficient algorithms, which will be able to detect
objects and compare them with those from other X-ray images.
Digital images are often processed in the form of a matrix of
pixels with the size of rows and columns equal to image pixel
count in width and height. Image resolution can be very high
and such data amount in the form of huge sets of pixels does
not allow performing fast and efficient search and comparison
based on the image content. Complex calculations of such huge
images are time consuming and the dimensionality of data
should be reduced by designing a descriptor of X-ray images.
Descriptors allow to fast compare and retrieve images in large
databases. This paper proposes a method of bone description
with use of basic geometrical shapes such as squares, triangles

or rectangles. The geometric shapes are the basis for the
proposed here bone descriptor, which would allow storing
small data amount concerning bones comparing to the whole
image pixel set.

Describing bones by geometric shapes is much more useful
than local interest point descriptors obtained by e.g. the SURF
[2][7] or the SIFT [11] algorithms. Our research has shown that
the methods based on keypoints are able to compare images
mainly in the same scale and the insignificant image rotation.
Greater changes of image subjects or their rotation on the
image cause the subject will be not recognized in relation to
the original pattern. Additionally, keypoints are generated in
a very large number and sometimes in excess. This problem
is noticeable in X-ray images where substantially redundant
data do not carry any relevant information. In this case, an
alternative for keypoint-based methods are shape adjustment
methods. Shape adjustment methods consist in matching the
shapes of contour of the bone to a predetermined pattern of
bone shape [8][17]. It is a time consuming method and is
not universal because it can be applied only to a specified
types of bones. There are also some soft computing approaches
[4][5][13][14] to image classification.

Our approach to bone description is a very versatile method
with a possibility to apply to a larger amount of bone types.
This approach is not related to fitting shapes nor contains
excessive number of keypoints being often incorrect infor-
mation. The proposed method allows to represent bone area
as geometric shapes in the form of coordinates of points of
vertices of the figure. It is possible to partition selected geo-
metrical area into sub-geometric areas. This sub-area regions
allow to determine bone type or to recognize a kind of bone
damage such as e.g. bone fracture. Our method is not based on
bone edge shape fitting to the predefined patterns. Geometric
wireframe of bone is generated automatically on the basis
of the previously detected edges. Our approach consists in
developing a new framework of methods for geometric bone
description. Such a framework has not been presented in the
literature. We used an edge detection method developed in
[16].

In our method, similar bone areas are described by a similar
set of geometrical shapes. This kind of bone descriptor allows
to precisely hash data from the form of geometric shapes group
to the text form. The goal is to create a possibility to search
bones in images basis on text form of their description in large
data sets.
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Fig. 1. Block diagram of the proposed method.

Fig. 2. Tissue division model. A) presents original X-ray image, B) and C)
soft-tissue and bone-tissue respectively.

A. Outline of the Proposed Approach

Block diagram (Fig. 1) of the proposed solution consists
of several sub-algorithms. Image processing is carried out in
five successive stages. Two first of them are the background
removal algorithm and the improved edge detection algorithm
described in [16].

B. Background Removal

One of the most popular method of background removal in
digital X-ray images is a family of algorithms based on two
X-ray images taken with two different radiation levels named
DEXA (Dual-Energy X-ray Absorptiometry) [3][19][20]. It
allows to separate soft-tissues and bone-tissues based on
radiation level and tissues permeability. Unfortunately this
method requires two X-ray images. The method developed
by the authors allows to determine accurate edges of bones
area. Bones area edges are detected by prior elimination of
soft tissues areas which are unusable for this kind of image
processing. Often soft-tissue areas have similar brightness as
bone areas. It is visible for human eye but for the image
processing methods it was necessary to develop a special
algorithm which will allow to distinguish two kinds of tissues.
Fig. 2 presents tissue division model on three layers. Fig. 2 A)
presents original X-ray image, Fig. 2 B) and C) soft-tissues
and bone-tissue respectively. To achieve expected results there
are used properties of bone brightness which are treated as
protected pixel value and it will represent probable bone
areas. Protected value is some kind of pattern of brightness
of bone area. Pixels which are represented by this value are
not processed in the specific stages of image processing. That
kind of operations gives a possibility to create a mask of soft-
tissues areas. The protected value can range from 0 to 255 that
is the full grayscale space.

C. Edge Detection

The basis of commonly used edge detection methods is a
family of second derivative operators, e.g. the Sobel Operator,
the Roberts Operator, the Prewitt Operator, the Canny Operator
[12] or the Laplace Operator [18]. The following formula
describes the Laplace operator which is the second order
derivative in x axis direction. It gives a possibility to detect
vertical edges in images [15]. The x and y in the Laplace
operator formula are pixel coordinates and f is a function
which returns value of pixel (x, y).

δ2x = ∇Δ(x, y) = f(x+ 1, y)− 2f(x, y) + f(x− 1, y) (1)

The above mentioned methods are based on some kind of
filters used to detect edges. These filters work in two axis
directions of the processed image. Calculations are processed
on image sub-areas and consist in summing pixels values from
each cell of the filter mask. The results of calculations is
appearance indicator of edge in processed image area. The
edge detection masks act as a second derivative calculated on a
selected pixels area. An exemplary Laplace operator of second
derivative in X axis direction can take the form [18][

0 0 0
1 −2 1
0 0 0

]
(2)

Construction of the second derivative filter in y axis direction
is based on reversion of horizontal values of matrix (second
derivative in x axis direction) to vertical values in derivative
in y axis direction. This construction of two kinds of filters in
edge detection mask allows to detect vertical and horizontal
edges in the image. The Laplace operator of second derivative
in Y axis direction can be presented as [18][

0 1 0
0 −2 0
0 1 0

]
(3)

Finally, the filter formula for x and y axis direction [18] is

∇2 = δ2x+ δ2y (4)

and the sum of two filters can be written as [18][
0 1 0
1 −4 1
0 1 0

]
(5)

As these operations are time consuming and they hardly detect
almost invisible edges we decided to apply a different kind
of the filter. The filter proposed by the authors significantly
accelerates image calculations and increases the accuracy of
the edge detection. In the image processing edges less visible
for human eye are also important as they often represent
borders between bone tissue and soft tissue. This is a common
situation in the case of incorrectly taken image (overexposed).
Commonly used image processing filters are based on comput-
ing single pixels values what is time consuming and requires
many calculations. To reduce calculations of single pixels we
decided to use the integral image [2] concept as a counterpart
of single pixel. Integral image is applied as each edge detection
filter cell. Previously used filter cell in the form of one pixel
has been replaced by cell in the form of pixel set from specific
area. By using the integral image algorithm, it is possible to
rapidly calculate average value of pixel set in a selected image
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Fig. 3. Area presented by the integral image [2][7].

area. Image is calculated once at the beginning of the integral
image algorithm. In result it is possible to obtain average value
of whole image pixels. Single pixel value in the processed
image is represented by sum of pixels on his left and above
them. Integral image pre-calculation can be described [2] as

I∑(x) =

i≤x∑
i=0

j≤y∑
j=0

I(i, j), (6)

where I∑(x) is integral image once calculated whole image

pixels sum with beginning in start point in (0; 0) and the end
on last coordinate of image (x; y). Application of the integral
image algorithm allows to obtain the average value of pixels
area through the use of simple addiction operation of four
variables. The average value of pixels in the selected image
area can be described by

∑
= A− B − C +D [2] and it is

presented in Fig. 3. Calculations speed and rapid operation of
the integral image is an appropriate justification for using it as
basis of the modification of edge detection filter proposed in
the paper. Developing filter mask with this kind of filter cells
gives the possibility to detect less visible edges or gradients
in the image.

D. Line Detection

To detect lines in the image, the Hough line detection
algorithm was used with previously detected edges by the
method proposed in [16]. At this stage of image processing,
line detection is not used to detect lines of bone edges. It is
used to fill bone area by lines which link detected edges with
selected distance. It gives more clear and more visible bones
area. The Hough transform which is basis of line detection
relies on discovering collinear points. Parameters describing
lines create the Hough space, and commonly used ones are:
radius vector σ and angle θ and it is described [1][9] as

σ = xcos(θ) + ysin(θ). (7)

A line from Cartesian space, is represented by a point in the
Hough space. A point from the Cartesian space in the Hough
space is a sine curve. Sine wave in the Hough space passing
through a common point corresponds to point on the same line
in the Cartesian space [10][21].

Fig. 4. Edges and important vertexes of detected blobs a) left/right edge
detection b) top/bottom edge detection c) blob vertexes.

Fig. 5. Results b) of the background removal algorithm on the input image
a).

E. Coherent Areas Detection - Geometric Description

Coherent areas detection is carried out in a manner anal-
ogous to most algorithms used for blob detection. The stage
of blob detection comes down to the division of the image
into segments with the background prepared in the previous
step. Background preparation is filling possible background
area by black color. Blobs are determined on the basis of
some values such as center of gravity of the area, color value
and edges of an object. The first step is to determine blobs
on the basis of top and bottom border detection. This kind
of edge detection is used to determine important vertexes of
the detected blob in such way that the edges are maximally
fitted to the edges of processed objects. Fig. 4 shows effects of
blob edge detection from left and right side a) and from top
and bottom b). Additionally, there are presented blob areas
by establishing the most important edges vertexes of potential
blob area (c)). Such operations were used to detect bone areas
in X-ray images by the presented method.

II. BACKGROUND EXTRACTION AND EDGE DETECTION

To approximate results of the proposed algorithms of
background removal and edge detection we present two figures
which present image processing results. Fig. 5 shows back-
ground removal algorithm results and Fig. 6 shows differences
between edge detection algorithm developed by the authors
and edge detection algorithms based on commonly used edge
detection filters. Fig. 5 presents the final result of background
removal algorithm which was developed by the authors in their
previous works. The X-ray image was selected intentionally as
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Fig. 6. Results of a) our edge detection method b) commonly used edge
detection filters.

an example of deeply overexposed image. Overexposed area
is visible in top-right quarter, yet the goal was achieved and
the main part of the bone and fracture area was extracted. This
form of image is basis for an edge detection algorithm focused
mainly on bones area without soft-tissues. Results of the
proposed method of edge detection from Fig. 5 a) are presented
in Fig. 6 a) and it is the edge detection algorithm based on
filters developed by authors. Fig. 6 b) presents results of image
processing with use of commonly used edge detection filters.
Comparison of these two methods shows the effectiveness of
our method and it shows amount of correctly detected edges of
bones area. Colors in Fig. 6 were inverted in order to improve
the visibility of the results of edge detection.

III. HOUGH LINE DETECTION

Lines detected with use of the Hough line detection algo-
rithm were processed in image from Fig. 6 a) as the next step
of the whole solution. Density and quality of obtained edges
in Fig. 6 a) causes that this image is basis for next steps of
processing. Such edges of bones density allows to fill area of
bone by lines in one specified color. Lines are generated with
use of lines detection algorithm and it can be generated in
predetermined distances from each other (min. 1 pixel) and
may have specific length (min. 1 pixel). This is to create a
distinctive area of a single color that can be treated as kind of
bone area mask. On the basis of the pseudo bone mask there
are generated blobs representing regions of interest. The use of
the line detection algorithm with our method of edges detection
gives definitely better results than with use of the commonly
used methods of edge detection. Image processing results with
use of line detection are presented in Fig. 7. Results with use
of our edge detection algorithm are presented in Fig. 7 a) and
with use of commonly used edges detection algorithms are
shown in Fig. 7 b). Determining blobs on the basis of the only
edges detection gives unsatisfactory results. The use of the line
detection gives more concentrated area of pixels and it gives
better results of correct blob areas detection.

IV. BLOB AREA DETECTION

Bringing an image into a form of black background and
green pseudo-bone areas in the previous step of the algorithm,

Fig. 7. Lines detection with basis on a) our edge detection method b)
commonly used edges detection methods.

Fig. 8. Results of detection of consistent areas described by polygons by a)
developed by us edges detection method b) commonly used edges detection
filter.

strongly favours the detection of blobs. Blobs are defined
mainly on the basis of coherent areas specified by green pixels
and its pixels neighbourhood. Blob edges are equivalent to
the edges of the bones area. In relation to methods of edge
detection this method gives a more general description of the
bone area that contains a very small quantity of data. As
a result a set of points of the bone edge is represented as
coordinates of a geometric figure. Coordinates of bone area
are specified using most significant vertices of blob. It gives a
new possibility to store information about the bones in the
image, much simpler and faster in further processing than
popular methods of edge detection. This method reduces the
huge amount of data as all the bone edges pixels to only a few
vertices data. Fig. 8 presents results of blob areas detection
described by vertices of polygons. Image presented in Fig. 8
is in inverted values of colors in order to improve visibility of
results of image processing. In the following results description
we focus only on image from Fig. 8 a) because of the best
result of blob detection. To select most suitable areas of bones
there can be determined threshold value of their areas. Key
areas of bone may be represented by blobs that contain enough
number of pixels in the area. In Fig. 8 a) there are presented
ten blobs with various amount of pixels in each of them. Two

1340



Fig. 9. Results of high-quality X-ray processing a) original X-ray b) line
detection c) geometric bone area description.

Fig. 10. Results of low-quality X-ray processing (overexposed) a) original
X-ray b) lines detection c) geometrical bone area description.

biggest blobs are characterized by a much larger pixel amount
in each of their area in reference to other eight blobs. This case
presents a clear position of choice of the key areas based on
the number of pixels in the blobs. In this way we can choose
the most relevant information from the image and reduce the
amount of data to be further processed to minimum. As a
result of the proposed method, bone regions can be described
and stored as the coordinates of simple geometric figures. It
gives a possibility to compare images basing on the generated
from them geometric figures.

V. EXPERIMENTAL RESULTS

Our experiments were performed on a set of X-ray images
of varying quality. We showed only a part of experiments as
examples. Part of images was taken digitally and the second
part was a subject of a processing from analog to digital form.
The first group of images gives much better results in bone
area detection. Images in this group do not have areas of
substantially different brightness. An example of processing
an image from this group is presented in Fig. 9. In Fig. 10
there are presented final processing results for an image from
the second group. All of images are processed by the same
algorithm steps. Both the Fig. 9 and Fig. 10 present three
most important algorithm steps: a) original image, b) an image
with detected lines, c) an image with detected most significant
bone areas. Our experiments have shown that in handing major
cases there is a possibility to describe the bone area using the
characteristic geometric shape. For images containing areas
of varying brightness it is possible to execute the geometric
description of the most significant components of bone. This
allows to obtain the information even from damaged X-ray
images.

VI. CONCLUSIONS

The research has shown that it is possible to detect and then
to describe the bone area using simple data of key vertices in
these areas. It gives a possibility to compare images basing on
the generated from them geometric shapes. The result can only
be achieved through the use of the all steps of the algorithm.
The study also showed significantly better results in detected
areas of bones using a modified edge detection method in pre-
processing stage.

At the stage of detecting blobs, research have shown the
highest efficiency of one of the three blob detection method.
Method specifying the blob edges from left to right side of
the image and from top to bottom do not work properly in
the field of bone area detection. Only the method based on
detection of the most important vertices results in an innovation
in description of the bones in digital X-ray images. The
development of set of algorithms presented in this paper allows
to create of new method of comparing medical X-ray images.

Once processed image is represented by a small set of
coordinates of points (x, y) it is very easy to further process
and compare with other images. Comparing images on the
basis of simple geometrical shapes is much more faster than
commonly used methods of digital X-ray images comparing.
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[21] W. Żorski, ”Image segmentation method based on Hough transform”,
Institute for Automation and Robotics, Department of Cybernetics.
Military Technical Academy, in Polish, 2000.

1342


