Enhancing Environmental Surveillance Against Organised Crime with Radial Basis Neural Networks
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Abstract—A huge amount of data concerning the position of individual is often gathered in surveillance scenarios, to prevent crimes or to collect evidence of unlawful behaviour. Given the abundance of data available, detectives need advanced analysis means in order to set apart the interesting locations. This paper proposes a solution that makes use of radial basis neural networks to find the points of interests, i.e. locations that have been used for meetings, by surveilled people whose paths have been traced. In our solution, newly gathered data will be analysed in order to find the points of interest, and will also be given to our neural network for further training. Our results show that the proposed approach is accurate enough and can improve the unaided search for meeting points between observed individuals.

I. INTRODUCTION

For the last several decades, many countries have resorted to geographical localization data for law enforcement [20]. Moreover, with the new technological advances on the area of Global Positioning System (GPS), such as the novel Galileo and Glonass systems [2], and thanks to the precisions and responsiveness of such systems, a big step ahead is expected in the operational management of modern criminal justice agencies and their strategic planning capabilities [18].

In the last years, the interest for such technologies and their application for the prosecution of offenders an the fight against the unlawful activities has tremendously grown and many national and international authorities are exploring the ways in which computer aided analysis can be applied in order to assist their operations. The main application areas for such a technology would be the geographical positioning of law officers, assisting the selection of proper locations for institutional facilities, identifying areas and streets affected by high degree of crimes, focus the attention to geographical sites that are prone to organised criminal activities, follow the movements of known criminals or people suspected of being involved in criminal activities, pinpoint the location of members belonging to gangs or criminal structures in order to analyse or predict their behaviour, locate important meeting points where the criminal organisations manage their activities. A promising approach to fulfill such purposes could take benefit of crowdsourcing initiatives such as [1], where people are asked to indicate the locations of known criminal activities or unlawful behaviors. Unfortunately, while the crowd can be a powerful source of reliable data, such data must then be analysed, also in the plausible case of a very big amount of data.

It is then paramount to develop automated analysis systems that can cope with such a big amount of data, as well as able to give predictions or summarise knowledge about the possible commonalities among different data series (e.g. people coming to the same meeting point). An appropriate automatic tool in this kind of scenario would: (i) be able to automatically extract data record, (ii) integrate the missing information by interpolation, (iii) reach a sufficient generalization degree, (iv) constitute a robust approach due to a low sensibility to data noise, (v) associate the raw data to the related knowledge and (vi) discover relations among different data. This work moves toward the development of such a tool, satisfying the above requirements. Our developed approach is based on the analysis of non homogeneous data fluxes gathered during environmental interceptions in order to pinpoint offenders or potential offenders involved in unlawful activities. Such data are generally collected on a large scale and are related to different people and geographical areas, as well as being characterised by a different time-frame and location sizes.

The field of neural network presents many solutions for the extrapolation of relations and models in associative systems [16], for human-behaviour clustering [26] and also to model human-based relational interactions [15]. Therefore the developed approach has been mainly based on Radial Basis Function Neural Networks (RBFNNs) [14], which are able to cluster and classify the data also revealing their geometrical properties. In our approach, the RBFNN has been developed in order to classify the data coming from pin-pointed vehicles belonging to people suspected of unlawful activities. The developed training procedure permits us to use the RBFNN to detect the most probable common destination for a group of vehicles, therefore uncovering the hidden location of a possible meeting point for those individuals. As we can observe from experimental data, it is highly probable that the suspected will not drive directly to the established meeting point, instead he will try to confuse the agent trying to follow their car. Moreover, the suspects probably will not park the car in the immediate proximity of the meeting point, and they will not come at the same moment. The RBFNN has been proven robust to this kind of human-introduced noise, being able to spot the locations in the form of centroids in their Radial Basis Function (RBF) units. The developed system is continuously fed with new coming data from both mobile sensors (GPS spying devices) and human made observations (law enforcers investigating in real time the movements of a subject). In a typical scenario, the RBFNN of the system are continuously trained and the updated centroids continuously extracted in
order to give some advice on the possible location of a meeting point. In this manner an agent or a police team could take preemptive actions (e.g. place new spy devices, audio or video recorder, wiretap the telephone lines, or even prepare an ambush, etc.). The functionality and structure of the system will be explained in the following.

II. RADIAL BASIS FUNCTION NEURAL NETWORKS

For identifying the locations where people meet, we have devised a solution based on Radial Basis Neural Networks (RBFNN). Such a kind of network exhibits a topology similar to Feed Forward Neural Networks (FFNN), with the main difference being the activation function that for RBFNN, as the name suggests, is a radial basis function (RBF), which is used by neurons on the first hidden layer that, consequently, is called RBF layer. RBFs are extremely useful when the statistical distribution of data and the related geometrical properties in the data space are relevant for the problem at hand. The selection of this kind of transfer functions is indeed decisive for the speed of convergence in approximation and classification problems (for more details see [8]). The kinds of activation functions used for RBFNNs have to meet some important properties to preserve the generalisation abilities. In addition, these functions have to preserve the clusterisation abilities of the RBFNNs. This kind of neural architecture if correctly trained can generate a model for the data features [21], [37].

A. Background on RBFNN structure and topology

In the standard RBFNN model, the input neurones are used as distribution units that supply the same input values to all the neurones in the first hidden layer. Such hidden neurones are called RBF units. Each RBF unit, also dubbed pattern unit, is activated by means of a RBF function \( f \) so that, given the centroid vector \( \mathbf{c} \) and the input vector \( \mathbf{y} \), the \( j \)-th output from the related RBF neuron \( \mathbf{y}^{(1)}_j \) is

\[
y^{(1)}_j = f \left( \frac{\sqrt{\sum_k (y^{(0)}_k - c_j)^2}}{\beta} \right)
\]

where \( \beta \) is a parameter that determines the cluster shape. The \( \mathbf{y}^{(1)}_j \) is given as input to another hidden layer (called summation layer) where a weighted sum is performed so that the \( i \)-th output \( \mathbf{y}^{(2)}_i \) results

\[
y^{(2)}_i = \sum_j W_{ij} y^{(1)}_j
\]

where \( W \) represents the weight matrix consisting of a weight value for each connection from the \( j \)-esime pattern unit to the \( i \)-esime summation unit. The summation units work as the neurones of a linear perceptron network. Incidentally, such summation units give us the global output of the network \( \mathbf{y} \triangleq \mathbf{y}^{(2)}_i \).

B. 2D RBFNN, centroids and region clustering

In our approach, we locate geographical attractors starting from the movement data related to a set of surveilled people. The devised RBFNN is given an appropriate representation of the localisation data inherent the person under surveillance and related to a predetermined geographical area. The attractors are automatically selected by the RBFNN in the form of centroids for a space region.

Each pattern unit within the RBFNN determines the characteristics of a centroid and a 2D radius identifying a 2D region, and such parameters are are given to the Radial Basis Function (RBF). The number of pattern units determine the number of regions and centroids that the RBFNN will be able to recognise. Once the number of pattern units and output neurones have been designed for the network, then a clustering is obtained that selects the proper centroid and the radius for each RBF.

For the problem under investigation, we need to obtain a clustering geometry for the geographical coordinates representing the known positions held by a surveilled person during time. Therefore, we will ask the implemented RBFNN to give us the coordinates of the centroids and the dimensions of the related region as \( \{c_1, c_2, \sigma_1, \sigma_2\} \). In order to obtain the desired behaviour we have chosen a 2D-Gaussian-like RBF as activation function for neurones in the second layer, then the equation (1) becomes our implemented network in the form

\[
y^{(1)}_j = e^{-\frac{\left(\frac{\sqrt{\sum_k (y^{(0)}_k - c_j)^2}}{\sigma_1} + \sqrt{\sum_k (y^{(0)}_k - c_j)^2}}\right)^2}{\sigma_2}}
\]

Therefore, in the implemented solution it is possible to express \( \mathbf{y} \) as

\[
\mathbf{y} = \sum_j W_{ij} e^{-\frac{\left(\frac{\sqrt{\sum_k (y^{(0)}_k - c_j)^2}}{\sigma_1} + \sqrt{\sum_k (y^{(0)}_k - c_j)^2}}\right)^2}{\sigma_2}}
\]

The weight matrix \( W_{ij} \), centroids vectors \( c_1 \) and \( c_2 \) and parameters \( \sigma_1 \) and \( \sigma_2 \) are found and adjusted during the training of the RBFNN. However, since the number of output units is very small, the RBFNN training can be simplified and the speed greatly increased [7].

III. THE RBFNN-BASED PROPOSED APPROACH

A. The proposed training procedure

The main problem that we have to solve with the said RBFNN-based approach, is that of properly training the RBFNN in order to be then able to have centroid identification, considering that, in general, a RBFNN requires a supervised training to work [17], [29], [22], [23], [24], [32], [12].

We have solved such a problem by initially training the RBFNN using an unsupervised training with fake targets, i.e. a constant centroid vector (see Figure 1). In our experiment such a value is the linearised coordinates of the center for the rectangle enclosing all the observed geographical points that have to be clustered. In [5] it is shown that, in such a configuration, by means of the gradient descent training algorithm the following set of updating equations for parameters may be obtained. Firstly, let us consider the global mean squared error (MSE) of the network as

\[
E = \frac{1}{2} \sum_i e_i^2 = \frac{1}{2} \sum_j (y_i - t_i)^2
\]
where \(t_i\) represents the target value. Since the error is computed at each training iteration, it is then possible to update the weight matrix \(W\) as

\[
\Delta W_{i,j}(k+1) = \eta_w \Delta W_{i,j}(k) e_i(k)
\]

where \(k\) is the iteration number and \(\eta_w\) the learning coefficient for the weight update. It follows that at the next step the new weights will be updated in the form of

\[
W_{i,j}(k+1) = W_{i,j}(k) + \Delta W_{i,j}(k+1)
\]

Similarly, it is then possible to update the centroid locations and the related spread as

\[
\Delta c_{1,j}(k+1) = \eta_c \frac{y_{i,j}^{(1)} - c_{1,j}(k)}{\sigma_{1,j}(k)^2} \sum_i \Delta W_{i,j}(k+1) e_i
\]

\[
\Delta c_{2,j}(k+1) = \eta_c \frac{y_{i,j}^{(1)} - c_{2,j}(k)}{\sigma_{2,j}(k)^2} \sum_i \Delta W_{i,j}(k+1) e_i
\]

\[
\Delta \sigma_{1,j}(k+1) = \eta_s \frac{\sigma_{1,j}^{(1)} - \sigma_{1,j}(k)}{\sigma_{1,j}(k)^2} \sum_i \Delta W_{i,j}(k+1) e_i
\]

\[
\Delta \sigma_{2,j}(k+1) = \eta_s \frac{\sigma_{2,j}^{(1)} - \sigma_{2,j}(k)}{\sigma_{2,j}(k)^2} \sum_i \Delta W_{i,j}(k+1) e_i
\]

where \(\eta_c, \eta_s\) respectively represent the learning coefficient for the centroids and spread update. On the other hand, due to the network topology we have selected for this work, the output layer is composed by only one output neuron, therefore by defining

\[
\Delta W_j \triangleq \Delta W_{1j}
\]

\[
e \triangleq e_1
\]

still respecting the formalism the equations in (8) can be simplified as

\[
c_{1,j}(k+1) = c_{1,j}(k) + \eta_c \frac{y_{i,j}^{(1)} - c_{1,j}(k)}{\sigma_{1,j}(k)^2} \Delta W_j(k+1) e
\]

\[
c_{2,j}(k+1) = c_{2,j}(k) + \eta_c \frac{y_{i,j}^{(1)} - c_{2,j}(k)}{\sigma_{2,j}(k)^2} \Delta W_j(k+1) e
\]

\[
\sigma_{1,j}(k+1) = \sigma_{1,j}(k) + \eta_s \frac{\sigma_{1,j}^{(1)} - \sigma_{1,j}(k)}{\sigma_{1,j}(k)^2} \Delta W_j e
\]

\[
\sigma_{2,j}(k+1) = \sigma_{2,j}(k) + \eta_s \frac{\sigma_{2,j}^{(1)} - \sigma_{2,j}(k)}{\sigma_{2,j}(k)^2} \Delta W_j e
\]

Moreover, it is possible to demonstrate by means of a statistical theory method that the equations (10) make the centroids converge and stabilise (see [34]). Training in the said way has to use some precautions. Firstly, a small enough number of centroids have to be chosen, hence a network with a few RBF units is to be used; then when centroids are found a pruning procedure must be performed in order to locate a few (possibly only one) significative centroids. Duplicated centroids must be removed as well as the related neurones. In order to obtain a unique centroid distribution, also the value of \(\sigma\) must be changed during time (e.g. by increasing it of a constant factor). When a solution has been reached, the number of obtained centroids can be different than the number of required centroids. In this case a second pruning takes place: the centroid pairs, i.e. centroids close to each other, are substituted with a new centroid being the mean point between the two centroids. Such a second pruning is followed by successive training steps that make it possible for the remaining centroids to converge to a better value.

In this manner along with the weights training procedure (a standard gradient descent algorithm) we can determine the values of all the centroids and weights. While the RBFNN could be designed and trained as a standard feed-forward neural network (even having a greater number of neurons), the network is instead built up iteratively by removing RBF
In fact, the RBF layer (the first hidden layer) of our RBFNN is responsible for the fundamental task expected (see [38] for more details), therefore the pruning procedure should primarily take into account the RBF neurons instead of the output neuron that, for the purpose of this architecture, is only one unit.

B. Controlled training approach

Due to the nature of the chosen neural network architecture, and thanks to its small size in terms of number of RBF neurons, the training of such a network is very fast. This makes it possible, in principle, to have a continuous training, i.e. feed new gathered data to perform training (in a few seconds), and receive as output the needed data centroids.

Moreover, a realistic application to the scenario of environmental surveillance should cope with continuous updates of the GPS localisation time series of the people under surveillance. Such a requirement provides the motivation to have some degree of automation for the training of the RBF network with the new and updated data, perfecting, therefore, the obtained centroids.

The training procedure has to be monitored in order to avoid malfunctions (e.g. polarisations, overtraining, etc.). In order to manage and enhance the training session of the described RBFNN architecture, in this work we provided the RBFNN with an additional module for obtaining reinforcement learning. Figure 2 presents our applied solution. The RBFNN classifier is trained with a classical back-propagation training algorithm (BPTA), and embedded into a larger modular system.

After each training session, the controller evaluates whether it is possible to perfect the RBFNN by means of a pruning procedure. The synaptic weights of the connections among each RBF unit and the output unit are evaluated. If a weight results relatively too small with respect to other weights the connection is severed and the related RBF unit removed (see Figure 3). This permits us to restrict the number of centroids identified by the network, hence reducing the number of possible locations to place under surveillance after the RBFNN suggestions.

For the work here presented we used real data coming from the GPS localisation of several people with the intent to meet in a selected location. Unfortunately, at this stage of development this approach could not take advantage of the needed clearance in order to use data collected during official inquiries, therefore it was not possible to use data coming from real police investigations. In order to overcome this limitation, we asked to a large number of students to participate in a scientific gameplay.

C. Experimental data gathering

In order to collect realistic data, we have organised a gameplay by dividing students in 3 groups of players: citizens, criminals and policemen. While the policemen identities were disclosed, no information has been given to the players regarding the other people, therefore, without any further instruction, it was impossible to distinguish citizens and criminals. Each citizen and criminal was given a set of tasks. The given tasks should lead the players of the three groups to meet each other in the city. Meetings were not casual events, they were indeed organised on purpose, in order to simulate events like business meeting, shared activities, friendly encounters and, of course, unlawful affairs. Players were asked to note the route on the streets and the exact timing of every direction change. Notes were then translated in GPS coordinates by common route tracking and planning software.

To enrich the gameplay and make it a realistic scenario, some of the criminals were signaled to the policemen, other criminals had unknown identity, however all the criminals try to avoid meeting some policemen. For this, the criminals have been given the task to discover if they were suspected or not, and therefore if they could have been followed by electronically surveillance systems. Finally, it was a duty for the policemen to discover new criminals and arrest them. Such an action was possible only after a meeting with a known criminal, and, in this case, criminals would be arrested and out of the game. A realistic scenario was guaranteed by a scoring system, which benefits the policemen arresting a criminals and criminals avoiding arrest, but penalizes policemen arresting citizens and criminals being arrested.

IV. EXPERIMENTAL SETUP

A. Collected data and preprocessing

The data collected during the gameplay has been converted in GPS coordinates $x$ associated to the related timestamp $t$, in
where $x_1$ and $x_2$ are respectively the longitude and latitude in GPS coordinates on the WGS84 spheroid [13]. In our hypothesis the students were moving at almost constant speed, therefore taking into account two successive entries $x(t_1)$ and $x(t_2)$ regarding the route followed by one player, it is possible to compute the GPS coordinates at a time $t_\ast \in [t_1, t_2]$ as

$$x(t_\ast) = x(t_1) + \frac{t_\ast - t_1}{t_2 - t_1} \{x(t_2) - x(t_1)\} \quad (12)$$

By means of equation (12) it is possible to cope with missing data (e.g. in a real investigation the spying device could lose the ability to record GPS coordinates for a certain time interval). Finally, the data are represented in time series of uniformly sampled GPS coordinates. In this way it is possible to omit the timestamp from the considered parameters, due to fixed sampling frequency of the data. In this case we will denote the time step in the time series with the greek letter $\tau$ in order to discern it from the GPS time stamp. Then, it is possible to univocally associate to a person (identified with an id $\mu$) a time series $X^\mu$ composed by a certain number $N$ of data regarding his GPS position during time

$$X^\mu = \{x^\mu(\tau)\} \quad (13)$$
so that
\[
x^\mu(\tau) = x(t_0 + \tau \Delta t)|_\mu
\] (14)

If several people are suspected to meet for unlawful reasons, the time series related to those people are fed into a RBFNN in order to discover the most probable location for a meeting point. Due to the extremely fast training and use of such an architecture this analysis can be performed online and in real time while surveilling the subject in motion and feeding at each time step the RBFNN with new data.

B. A typical case study

Let suppose that three people ($\mu \in [1, 3] \cap \mathbb{N}$) are suspected to conduct criminal affairs and that those people are followed by a spying device. Therefore, gathered data, i.e., the time series of the people positions, will be fed to the RBFNN. In this scenario the input vector at a time step $\tau$ has the following form:

\[
\begin{bmatrix}
  x^1(\tau) \\
  x^2(\tau) \\
  x^3(\tau)
\end{bmatrix} =
\begin{bmatrix}
  x(t_0 + \tau \Delta t)_{1} \\
  x(t_0 + \tau \Delta t)_{2} \\
  x(t_0 + \tau \Delta t)_{3}
\end{bmatrix}
\] (15)

On the other hand, since $x$ is a position vector, the input set will be constituted by an array of data pairs in the form of

\[
\begin{bmatrix}
  \{x_1(t_0 + \tau \Delta t), x_2(t_0 + \tau \Delta t)\}_1 \\
  \{x_1(t_0 + \tau \Delta t), x_2(t_0 + \tau \Delta t)\}_2 \\
  \{x_1(t_0 + \tau \Delta t), x_2(t_0 + \tau \Delta t)\}_3
\end{bmatrix}
\] (16)

where in equations (15) and (16) $\Delta t$ represents the uniform sampling interval used for the time series.

V. EXPERIMENTAL RESULTS

To train this network, as stated before, we used a continuous training approach. This allowed us to continuously feed the RBFNN with new data at any new time step, in this manner the training procedure was perfecting the centroids estimate at each epoch. Moreover after a training cycle, when the error gradient reaches a near-static condition, the RBFNN was pruned from one neuron. In this experimental survey we tested the network with 45 case studies, each time starting with 5 RBF neurons, and then pruning the network until only 2 RBF neurons where remaining.

Figure 4 shows several paths that we have traced. Figure 5 shows an example of the continuous learning and pruning progression, and the related centroid motion (each diagram shows a different number of centroids). Initially, only two persons were moving, while a third person was added to the scenario after a certain amount of time. At the beginning, the 5 RBF units suggest 5 different possible centroids, which could indicate possible locations were the people could have met. While the people in this case study were followed (we have simulated the movements by means of a spying GPS device on their cars), the RBFNN was fed with new data, in the meantime the number of RBF neurons and related centroids was decreased due to the pruning effect. As we can see in Figures 5, the centroids typically converge to a small area. Such a small area, given by the rectangle enclosing the last remaining centroids, is a suggested area for the law enforcers to prepare all needed countermeasures (ambushes, human observation, further environmental spying devices, etc.).

After the online testing of the RBFNN, we have compared the returned centroids with the GPS locations were the meeting took place. Figure 6 shows the error of the proposed system in terms of distance of the two centroids from the real position of the meeting. The mean absolute error was of 0.04 Km (with a maximum error of 1.11 Km) for the best centroid, while the worst centroid mean absolute error was of 0.40 Km (maximum error of 1.56 Km), as shown in Table I. We considered a successful goal for the best centroid when its distance of the error was less than 200 meters, and a successful goal for the worst centroid when its distance error was less than 600 meters. In this setup we reached a successful positioning for the best centroid in the 82.2% of the cases, and a successful positioning for the worst centroid in the 42.2% of the cases. Note that in several occasions the second centroid was positioned under the 200 meters distance. Therefore, we can conclude that the approach has given useful results for the purposes of this work.

VI. CONCLUSION

In the presented work we have analysed data consisting of the GPS locations of several people going around and having some interest in order to meet. The proposed approach is based on Radial Basis Neural networks due to their efficiency as scale based clustering systems [5], [28]. This kind of neural
architecture is outstandingly versatile and prone to trainingrelated architectural improvements such as neural growth [17] and pruning. The proposed approach automatically selects the most likely location of the meeting. The experiments have confirmed the efficacy of our solution.

For the future work we are developing a modular [9], [10], [11], [4], [33] custom analyser based on swarm intelligence approaches [25], [36] that can process a huge amount of data [19], [27], [30] by offloading to cloud resources [35], [3] the computational demand. For further works will be explored solutions based also on alternative approaches such as flexible neuro-fuzzy models [6], self organizing maps, UCT-based [39] and statistical decision trees based [31] approaches.
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