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Abstract—The development of demand response programs has been allowing to improve power system performance in several ways, both in terms of the management of electricity markets, as well as regarding benefits in its operation. In order to model the remuneration for the participation of consumers in the scheduling of resources, this paper proposes a methodology based on the use of four incentive-based tariffs for the remuneration of demand response participation. It considers steps, quadratic, constant and linear remuneration. The optimization model enables Virtual Power Players to minimize operation costs, considering different critical situations of management and operation. The optimization problem has been solved by Quantum Particle Swarm Optimization. The case study concerns 168 consumers, classified into 5 consumer types, 118 distributed generation resources and 4 external suppliers.

Index Terms—Demand response programs, quantum particle swarm optimization, remuneration tariffs, virtual power player.

NOMENCLATURE

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$c$</td>
<td>Consumer index</td>
</tr>
<tr>
<td>$C_{Const}$</td>
<td>$Const$ program cost [m.u./kW]</td>
</tr>
<tr>
<td>$C_{DG}$</td>
<td>Cost of distributed generation [m.u./kW]</td>
</tr>
<tr>
<td>$C^b_L$</td>
<td>$L$ program cost linear coefficient [m.u./kW]</td>
</tr>
<tr>
<td>$C^c_L$</td>
<td>$L$ program cost constant coefficient [m.u./kW]</td>
</tr>
<tr>
<td>$C^a_Q$</td>
<td>$Q$ program cost quadratic coefficient [m.u./kW]</td>
</tr>
<tr>
<td>$C^b_Q$</td>
<td>$Q$ program cost linear coefficient [m.u./kW]</td>
</tr>
<tr>
<td>$C_{NSP}$</td>
<td>Non-supplied Power cost [m.u./kW]</td>
</tr>
<tr>
<td>$C_S$</td>
<td>$S$ program cost component [m.u./kW]</td>
</tr>
<tr>
<td>$C_{Supplier}$</td>
<td>Supplier power cost [m.u./kW]</td>
</tr>
<tr>
<td>$g$</td>
<td>Distributed generation index</td>
</tr>
<tr>
<td>$i; ii; iii$</td>
<td>Each elementary step</td>
</tr>
<tr>
<td>$NC$</td>
<td>Total number of consumers $c$</td>
</tr>
<tr>
<td>$NG$</td>
<td>Total number of distributed generation $g$</td>
</tr>
<tr>
<td>$NSp$</td>
<td>Total number of suppliers $sp$</td>
</tr>
<tr>
<td>$P_{Const}$</td>
<td>$Const$ program reduction [kW]</td>
</tr>
<tr>
<td>$P_{DG}$</td>
<td>Power schedule in distributed generation [kW]</td>
</tr>
<tr>
<td>$P_L$</td>
<td>$L$ program reduction [kW]</td>
</tr>
<tr>
<td>$P_{Load}$</td>
<td>Power scheduled for the consumption [kW]</td>
</tr>
<tr>
<td>$P_{NSP}$</td>
<td>Non-supplied Power [kW]</td>
</tr>
<tr>
<td>$P_Q$</td>
<td>$Q$ program reduction [kW]</td>
</tr>
<tr>
<td>$P_S$</td>
<td>$S$ program reduction [kW]</td>
</tr>
<tr>
<td>$P_{Supplier}$</td>
<td>Supplier power [kW]</td>
</tr>
<tr>
<td>$sp$</td>
<td>Electricity Supplier index</td>
</tr>
</tbody>
</table>

I. INTRODUCTION

Demand Response (DR) programs can bring several benefits, representing a way to cooperate in order to ensure the best operation of an electric power system. This concept is widely exploited in electricity markets, allowing to prevent possible critical situations, such as periods with high consumption [1]. On the other hand, the use of DR programs...
is able to enable the reduction of operation costs in certain operational scenarios of an electric network [2].

Currently, the strong presence of Distributed Generation (DG), particularly in distribution networks, allows to change the characteristics of management and operation of the electric power system [3]. The DG concerns a decentralization of power generation through small units that are connected and distributed in the network. Among the several benefits that such technologies bring, stand out the environmental benefits, because these are largely based in renewable sources. Moreover, they can allow greater reliability at the operational level, in cases of high energy demand or in situations where external suppliers, due to connection or generation problems, cannot meet consumption. However, DG based on renewable sources can present issues regarding continuity of supply [4].

In this way, the two concepts of DR programs and DG may be associated and, thus, allowing to provide a better service [5]. To this end, it is required an aggregator entity, designated by Virtual Power Player (VPP), to consider and make the management of the small size resources, both for consumption or generation. The VPP is able to aggregate small size consumers and generators, so that these can take an active role in the scheduling of resources [6].

In what concerns the aggregation of small size consumers, the VPP in addition to manage, should be able to develop models that attract consumers to participate in DR programs in order to reduce their consumption. DR programs can be price-based or incentive-based [7]. In the first case, the consumers participate based on price signals, and consequently, change their consumption according to the current price of electricity. In the second case, the consumers receive additional incentives to participate in DR programs.

The remuneration of consumers should be appropriate to the characteristics that these present. In this way, it becomes important to study and develop models whose the available incentives are suitable for each type of consumer, which can be managed by VPP. Several studies have distinct models approaches to remunerate consumers, such as logarithmic or exponential models, as well as compensation based in elasticity models. These distinct approaches do not distinguish the several consumers, being applied the same remuneration model for all types of consumers [8]-[10].

The present paper shows a methodology that has been developed in order to a VPP can address a remuneration of according to each kind of consumers. The VPP is able to consider the use of DR programs in situations where can be most economically advantageous or critical situations network operation, such as power shortages or lines and other components outages, and situations of unpredictability of the DG resources. Among the several remuneration approaches of consumers, the VPP can use four different types, specifically, steps, quadratic, constant and linear. These distinct approaches aim to adjust the remuneration of each consumer and satisfy the classification that belong to incentive-based and to price-based.

The minimization of operation costs is obtained using Quantum Particle Swarm Optimization (QPSO). The implementation of QPSO allows to solve complex optimization problems, achieve fast and reasonably solutions [11], namely, in applications such as economic dispatch, unit commitment and optimal power flow problems [12]-[14].

This paper has as contributions an implementation of QPSO algorithm to minimize operation costs, considering the integration of several resources, such as DR, DG and external suppliers. The use of DR is characterized by the presence of four types of remuneration approaches, allowing the VPP associate an approach best suited to each consumer type.

After this introductory section, Section II details the main contributions of the paper and explains the proposed methodology. Then, Section III shows the mathematical formulation of the optimization problem, which includes the details on the QPSO approach. Section IV illustrates the case study and Section V includes the obtained results. Finally, Section VI presents the main conclusions of the work.

II. PROPOSED DR PROGRAMS DEFINITION METHODOLOGY

In this section, it is presented the explanation of the proposed methodology that has been developed to assist the VPP in decision making in the implementation of distinct approaches of DR programs.

The methodology proposed in the present paper aims to support Virtual Power Player (VPP) decision namely to minimize operation costs. The resource optimization developed by the VPP can consider using different approaches to DR programs, as well as DG and external supplier’s resources to ensure the balance of the electric power system. VPP can schedule consumer participation both to ensure the reliability in critical situations of management and operation of electric power systems, such as, price increase of energy supplied, problems of connection between consumers and external suppliers and unavailability of wind.

In scheduling resources, the VPP is able to take into account the reduction of consumption and minimize operation costs. To this end, several types of consumer can participate in the consumption reduction. As each type of consumer has distinct characteristics, it is essential that the VPP provides different models to adequately remunerate the respective consumers. This way, the proposed methodology takes into account this aspect, differing from the other underlying literature [8]-[10].

The diagram presented in Fig. 1 illustrates the proposed methodology in which several scenarios are defined.

According to Fig. 1, the VPP considers several inputs to develop this methodology. Thus, the VPP takes into account the producers and consumers type, initial consumption forecast, capacity and forecast of each generation source and the limits considered in the DR resources.

Modelling of consumers includes four different types of remuneration, designated by steps, quadratic, constant and linear. This way, the VPP is able to discuss on the most appropriate remuneration in each context, for each type of consumer, through the implementation of DR programs that best suits their features.
III. RESOURCE MANAGEMENT OPTIMIZATION

This section presents the mathematical formulation in subsection III-A, on the problem of resource scheduling optimization, considering the several constraints that the VPP should manage. In subsection III-B, it is shown in detail the implementation of QPSO optimization technique.

A. Mathematical Formulation

The present subsection addresses the formulation of the optimization problem concerning the minimization operation costs, considering the usage costs of the DG, suppliers and DR programs resources. Using this optimization, the VPP is able to apply distinct DR programs approaches for adequate remuneration by each consumer. Simultaneously, the VPP is able to make economic decisions, scheduling the generation resources and implementation of the DR programs to satisfy possible critical situations.

The objective function of the VPP resource scheduling problem is given by equation (1), where the minimization operation costs (OC) includes the generation (DG and supplier) and DR programs costs related to the contribution power of each of them.

\[
\text{Minimize } OC = \sum_{sp=1}^{NSp} \left( P_{\text{Supplier}(sp)} \times C_{\text{Supplier}(sp)} \right) + \sum_{g=1}^{NG} \left( P_{DG(g)} \times C_{DG(g)} \right) \]

\[
+ \left[ \left( P_{S(c)} \times C_{S(c)} + P_{ii}^{ii} \times C_{S(c)} + P_{iii}^{iii} \times C_{S(c)} \right) + P_{Q}(c) \times C_{Q}(c) \right] \]

\[
+ \sum_{c=1}^{NC} \left[ P_{\text{Const}(c)} \times C_{\text{Const}(c)} \right] \]

\[
+ \left( P_{L(c)} \times C_{L(c)} + C_{L(c)} \right) \]

\[
+ \left( P_{NSP}(c) \times C_{NSP}(c) \right) \]  

(1)

Equation (1) allows to demonstrate the characteristics of each of DR programs implemented. The DR steps program allows establish a contract with consumer, in which the VPP provides three prices (i, ii, iii), depending on amount of consumption reduction. In this way, the consumer that participates in this program is subject to receive remuneration, where each price level corresponds to a certain amount of power that can be reduced. The DR quadratic program is characterized by a quadratic trend in the remuneration to the consumer, including quadratic \( (a) \) and linear \( (b) \) coefficient.

Lastly, the DR constant and linear programs have similar characteristics, however, the DR linear program envisages a fixed cost, representing a constant coefficient \( (c) \).

The identification of DR programs is, therefore, based on the following acronyms: "S – DR steps program"; "Q - DR quadratic program"; "Const - DR constant program"; "L - DR linear program".

The first constraint of the optimization problem to be considered by VPP, is the balance equation, identified in
This equation aims to ensure the system balance, considering the amount of load demand ($P_{load}$) to be met, as well as includes the DG, the external suppliers and the DR programs resources.

$$\sum_{c=1}^{NC} P_{load} = \sum_{sp=1}^{NSp} P_{Supplier(sp)} + \sum_{g=1}^{NG} P_{DG(g)}$$

$$+ \sum_{c=1}^{NC} \left[ P_{St(c)} + P_{St(c)}^i + P_{St(c)}^{ii} + P_{Cont(c)} \right]$$

(2)

The full formulation of the problem includes limitations that are imposed to power and price of each resource (producers and consumers). The model also contemplates a constraint that establishes the maximum consumption reduction by each consumer in what concerns the participation in each DR program approach. In addition, for each DR program is imposed a maximum limit of participation, both individually and as the sum of the participation of all DR programs are instituted a maximum reduction of consumption, considering the participation of each consumer.

### B. Quantum PSO

Quantum PSO is a population-based stochastic method with different characteristics of those found in PSO [15]. The introduced exponential distribution of positions makes QPSO global convergent. The traditional PSO relies on the convergence to the global best (best solution of the swarm) particle, independent of the position of other particles. On the other hand, in the QPSO with mean best position, each particle cannot converge to global best position without considering its colleagues [15]-[16].

Fig. 2 illustrates how differently the lagging phenomena of QPSO and PSO particles are. In Fig. 2, the big blue circle represents the global best position while the little circles represent the other particles, and the little circles with vertical lines represents the lagged particles. The arrows around the little circles represent the possible directions of the particles; the big arrowhead points to the direction in which the particle moves with high probability.

![Figure 2. Lagged particles and waiting phenomena among particles in PSO and QPSO, based on [16].](image)

In the PSO each particle flies towards the global best position without waiting for other particles. Each particle converges to the global best position independently without waiting for other particles. The influence of the lagged particles on the other particles is very little since the only connection is the global best position. In QPSO the lagged particles have greater influence on the other particles through mean best position. In the QPSO method the lagged particles are not abandoned by the swarm. The lagged particles affect the mean best position and therefore the lagged particles are shifted towards the rest of the swarm. The mean best position is intrinsically related with the movement equation of QPSO (4). The particles’ distribution affects the convergence rate; however, QPSO can provide stronger global search ability than traditional PSO [15].

Equation (3) presents the local focus equation which is a random point located within the hyperplane constructed between $P_{i,n}$ and $G_n$ in the search space. The local focus is then used in equation (4). The contraction–expansion (CE) coefficient $\alpha$, which is vital to the dynamical behavior of an individual particle and the convergence of the algorithm. The algorithm decides to add or subtract the second term of equation (9) using a probability of 50%.

$$p_{i,n+1} = \phi_{i,n} P_{i,n} + (1 - \phi_{i,n}) G_n^i$$

(3)

$$X_{i,n+1} = p_{i,n} \pm \alpha X_{i,n} - C_n^i \ln \left( \frac{1}{u_{i,n+1}} \right)$$

(4)

where:

- $C_n^i$: Mean best position which can be defined by the average of the personal best positions of all particles
- $G_n^i$: The global best position of particle at the $n$th iteration
- $P_{i,n}^j$: The $j$th component of the personal best of particle $i$ at the $n$th iteration
- $p_{i,n}^j$: The $j$th component of the local focus $P_{i,n}$ of particle $i$ at the $n$th iteration
- $u_{i,n+1}^j$: Random uniformly distributed sequence [0,1]
- $X_{i,n}^j$: Position of the particle $i$th at the $n$th iteration
- $\phi_{i,n}^j$: Random uniformly distributed sequence [0,1]

### IV. CASE STUDY

The present section identifies in detail the case study that allows the VPP to apply the proposed methodology. This case study is based in [17], and it is characterized by being constituted by several power generation technologies and different types of consumers to be scheduled optimally.

The VPP of the demand side must take into account five types of consumers aggregates, i.e., the Domestic (DM), the Large Commerce (LC), and the Industrial (I).

Among the 168 consumers present in the case study, the total capacity consumption is 12112 kW, but in this case study was selected one period whose total consumption was of 7326.58 kW. The Fig. 2 shows the consumption and consumers by type.
As explained in Section II and III, the several consumers in the present case study can be associated with distinct approaches of DR programs to suppress the several critical situations that may occur in the operation of a network. In this case study it is considered that there are three scenarios, each scenario corresponds, respectively: “Scenario A” – price increase of energy supplied from external suppliers; “Scenario B” – no supply from the upstream network, i.e. energy provided by external suppliers (simulation of connection network problems between consumers and external suppliers); “Scenario C” – unavailability of wind.

Each of these scenarios, it is also considered the association of DR programs in two different ways, individually or simultaneously. For the first case, each DR program can be applied the all consumers, and for the second case, each one of DR program approach is combined with specific consumers, i.e., only is available for each type of consumer two distinct approaches of DR programs, namely, Domestic (DM) and Small Commerce (SC) can be associated with the DR constant and linear programs, the Medium Commerce (MC) can be related to DR linear and steps programs, the Large Commerce (LC) and Industrial (I) can be combined with DR steps and quadratic programs.

Fig. 3 shows the limit of consumption reduction that each type of DR program allowed by each type of consumer.

In what concerns the generation data of the several DG technologies, Table II shows the features and prices considered by the VPP.

Regarding photovoltaic and wind technologies, the VPP must consider the power forecast. The forecast considered in this case study for the photovoltaic technology is 223.49 kW, while the forecast for wind is 905.34 kW, as can be seen in Table II. Thus, the VPP scheduling must always consider the available energy for photovoltaic and wind power generation, while for others technologies of generation, the VPP can schedule according to the envisaged needs.

The focus of this study is to allow the VPP to consider several scenarios that allow to characterize technical constraints. Among the scenarios considered we stand out the impossibility of resorting to external suppliers by connection problems between loads and suppliers, as well as unavailability of wind that was previously expected. To address these critical situations, the VPP is able to make use of the remaining generation resources available and DR resources, using the previously described DR programs.

In what concerns the QPSO was implemented in MATLAB, and the modelling used in the present case study includes 1130 variables. Table III presents the parameters.
considered in QPSO approach, among them, the number of particles is 20 and maximum number of iterations was set to 10000. Eventually, the method might stop earlier if the fitness evolution is not changing over the last 4000 iterations more than $1^\text{o}$. It is also contemplated the alpha value, which is important to control method’s convergence. This parameter decreases linearly between 1.0 and 0.3 during swarm iterations.

The initial solution of the method is generated using an order of merit scheme, in which the resources with lower costs are scheduled first.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td># Individuals</td>
<td>20</td>
</tr>
<tr>
<td>Initial Solution</td>
<td>Random</td>
</tr>
<tr>
<td>#Iterations</td>
<td>10000</td>
</tr>
<tr>
<td>Stopping Criteria</td>
<td>Max. 10000 iterations</td>
</tr>
<tr>
<td>Minimum Positions</td>
<td>Equal to the upper bound of variables</td>
</tr>
<tr>
<td>Maximum Positions</td>
<td>Equal to the lower bound of variables</td>
</tr>
<tr>
<td>Alpha ($\alpha$)</td>
<td>1.0 decreasing to 0.3</td>
</tr>
</tbody>
</table>

### V. Results

The present section shows the results obtained with the proposed methodology used in the case study of Section IV. In subsection V-A, we present the results for each of the three scenarios of operation situations, when DR programs are implemented simultaneously, and in subsection V-B is shown the results when DR programs are associated individually. Finally, in subsection V-C is presented the results analysis concerning the comparison between two distinct ways of implementation of DR programs.

#### A. Implementation of DR Programs Simultaneously

The results of implementation of DR programs in the case study of Section IV. In subsection V-A, we present the results for each of the three scenarios of operation situations, when DR programs are implemented simultaneously, and in subsection V-B is shown the results when DR programs are associated individually. Finally, in subsection V-C is presented the results analysis concerning the comparison between two distinct ways of implementation of DR programs.

![Figure 4. QPSO mean and standard deviation fitness evolution.](image)

Fig. 4 shows evolution of mean (blue line) and standard deviation (green line) fitness in this scenario, respective to the value of operations costs. The evolution of the values of operation costs obtained in the 1000 random runs are also identified in Fig. 4 whose evolution is represented by the variety of colors less prominent.

For the same scenario, Table IV presents the results obtained by QPSO for the mean, standard deviation (std) and algorithm execution time.

<table>
<thead>
<tr>
<th>QPSO</th>
<th>Mean Operation Costs (m.u.)</th>
<th>Std Operation Costs (m.u.)</th>
<th>Execution Time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>930.26</td>
<td>0.04</td>
<td>32.50</td>
</tr>
</tbody>
</table>

In Fig. 5 are presented for each one of scenarios, the resources of each technology, for the purpose of meet the consumption required.

As can be seen in Fig. 5, the resources of DG, in all scenarios, are used to the fullest, depending on availability. Moreover, the use of the DR resource are essential to allow proper operation of the electric power system in question. The value represented by "DR programs" in Fig. 5 results from the sum of the reduced consumption by all DR programs.

![Figure 5. Scheduling each resource type for each scenario.](image)

Fig. 6 shows for each scenario the contribution of each consumer for each type of DR program. As mentioned in Section IV, the DR programs are applied simultaneously and each consumer can participate in two distinct programs.

For each of the three scenarios presented, the value of reduced consumption is different. In Scenario A, concerns the price of energy from the external supplier is 30% more expensive than the initial, it is verified that the type of consumer that more reduces their consumption is the I consumer, through DR quadratic and steps programs. Also, the SC kind of consumers contribute with a significant percentage of the reduced consumption.

In Scenario B, the VPP cannot schedule energy from external suppliers. Once again, it is DR quadratic program that more contributes to the reduction of consumption, through the MC, LC and I consumers.

Lastly, the Scenario C corresponds to the scenario in which there is wind unavailability. The results obtained in this scenario are similar to the Scenario A, i.e. the Industrial and Small commerce consumers reduces their consumption using quadratic, linear and constant DR programs.

In all three scenarios it is possible to verify that the DR programs never reach the maximum capacity available for reduction of the consumption.
B. Implementation of DR Programs Individually

In this subsection are presented the results of implementation of DR programs individually for each one of the described scenarios. This scenarios allow to analyze three critical situations operation of a network.

Fig. 7 shows the results for each of the three Scenarios (A, B and C), previously described. For each scenario, one can see that each consumer participates in each DR program. In all three cases, DR programs that attract more consumers to reduce their consumption are the DR constant, linear and quadratic programs. These three approaches have similar results in each scenario.

With regard to consumers, it can be seen that in Scenario A and C, the SC and I consumers contribute with more reduction in each DR program. In Scenario B, there is a greater consumption reduction of SC, MC and LC as well as I consumers.

C. Comparison of the Results for Several Scenarios

The present subsection shows one comparison of results, for the three scenarios, considering the individual and simultaneous implementation of DR programs.

Fig. 9 identifies the remuneration applied to each resource in each scenario, when DR programs are implemented individually and simultaneously. The remuneration concerning the simultaneous application of DR programs is called "All DR", while for individual implementation of DR programs is indicated by the respective program name, as shown in Fig. 9.

The total remuneration that the VPP should attain is similar for all scenarios, for both individual and simultaneous implementation of DR programs.
VI. CONCLUSIONS

This paper aims to demonstrate several approaches of DR programs, in order to determine the remuneration and scheduling to be made to consumers. The remuneration made to consumers by participating in DR programs should be according to their characteristics, to provide a more adequate remuneration. At the same time, the aim is to show that implementing DR programs can be very useful, as it allows the VPP to handle critical situations of an electric power system. Another innovative aspect concerns the application of the Quantum Particle Swarm Optimization (QPSO) to the implemented optimization problem.

The results are obtained using the QPSO approach for the three scenarios analyzed where the VPP is able to schedule the DG, external supplier and DR programs resources to ensure high quality service. These results show that the DG resources and DR programs brings benefits to the consumers and VPP. Moreover, the performance of the algorithm is analyzed for the presented case study.

In many cases it is imperative that the implementation and studies of operation scenarios are determined in reasonable time. Thus, it is important to develop techniques able to get reasonable solutions in a timely manner, considering several complex scenarios of operation. The algorithm implemented in this paper, allows to determine satisfactory results for the optimization problem considered.
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