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Abstract—In this paper a novel approach to automatic X-
RAY images classification is proposed. The authors propose a
solution based on application of Computational Intelligence to
assist recognition procedure for medical purposes. Recognition
experiments have been performed with the proposed solutions
applied on original and authentic X-RAY images from pulmonary
diseases clinics, where various diseases were diagnosed. The
applied classifier was made to recognize sarcoidosis or cancer
over input images. Presented research results are discussed to
validate the efficiency of implemented solution.

I. INTRODUCTION

Medicine has always used the latest technology to assist
in diagnosis. Decision Support System (DSS) can make the
process faster but also improve the decision and help to prevent
further health deterioration. Here we would like to discuss
a possibility of application of Computational Intelligence to
assist diagnosis over input images. The discussed solution aims
to analyze X-RAY images and show potential areas of cancer.
Indicated potential sites of degenerated tissues of the body
will be important clues to the doctor, who will be able to
effectively take decisions on how to treat diagnosed patients. In
this process we have implemented Computational Intelligence
(CI). Proposed solution imitates human intelligence, since
similarly to the doctor applied CI methods search for diseased
tissues over input X-RAY image. The methods imitate human
evaluation using simplified criterion to evaluate pixels in the
picture.

CI methods are applicable in various DSS, where they
assists in efficient sophisticated problems tackling. CI methods
find their applications in positioning, simulation, optimization,
recognition, control and management (see [1], [2], [3], [4],
[5], [6], [7]). Where CI powers the resolution of complicated
differential and integral equations used in positioning queueing
systems and workflow management, as presented in [8] or [9].
In [10] and [11] CI efficacy in positioning dynamic systems
constructed of many co-working subsystems was discussed.
CI has been also applied in innovative games [12], [13] and
decision making systems [14], [15].

A. Related Works

CI has many methods that may be useful in the process of
knowledge and information assembling for medical DSS. One
of these processes is 2D image recognition, where dedicated
CI systems may help to classify input objects. However, this
is a non-trivial operation and the efficiency is of paramount
importance. This paper describes an application of CI methods,
in particular dedicated versions of Firefly Algorithm (FA) and
Cuckoo Search Algorithm (CSA), as a dedicated solutions
that creates a medical X-RAY input image recognition system.
These methods were efficiently applied for various purposes:
image processing and compression [16], [17], [18], [19] and
[20]; threshold selection [21]; Short Term Load Forecasting
[22]; dynamic multidimensional knapsack problems solving
[23]; stochastic and reliability optimization [24]; queueing
systems positioning [3], [25]; and ECG signals modeling
for neural network DSS [26]. Finally these methods have
been applied in image processing for object recognition what
was improved for human like intelligence in [27]. In this
paper, using our experience from cited research, we present
applications of CSA and FA in medical DSS.

II. MEDICAL BACKGROUND OF THE RESEARCH

During the last century lungs diseases (cancer or some
other lifestyle diseases) have become, from the rare disease
a pandemic of the 20th and 21th century. Because if the
fact that smoking was a rare habit before 20th century,
reports on lung carcinoma were sporadic. Then the number
of lung cancer diagnoses increased in XXs as a result of
the increase of cigarettes consumption, which in turn was
connected with progress in tobacco marketing and what’s
seems to be even more important the introduction of cigarette
smoking machine in 1880s. This dramatically increased the
production of cheaper cigarettes. It is common knowledge,
that the current increase in lung cancer events is preceded
by rise in cigarette consumption 20 − 30 years earlier. The
lung cancers in 2008 were a cause of 0.38 million of death in
European Union region and 1.4 million worldwide according
to http://data.euro.who.int/. It is 3.9% and 2.4% of the total
number of deaths respectively and this fatal trend is increasing.
In Poland in 2012 it was 22000 deaths which responds to
5.9% of all deaths, and 15% of all cancers related deaths
including 8% of mens and 3.52% of women deaths. Up to
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date lung cancer kills more women than the breast cancer
(3.05%), even if the morbidity on that disease is 3 times higher
[28]. Important role in cancerogenesis play sex, lifestyle, age
and work. Most of the patients with lung carcinoma are men,
but among women the morbidity of that sickness increases,
especially in younger age. But in most cases these cancer
increase with age and has its maximum in 60 − 70 years of
live [28].

Ground-braking publications, which link tobacco smoking
with lung cancer were published in the middle of 20th century.
One of the most important is Surgeon Generals Report on
Smoking and Health [29], where it was reported that smoking
is most probably responsible for carcinoma of the lung and
other health problems. The Report was a first step to beginning
of modern public health efforts of tobacco control. Nowadays
the active smoking is the most frequent cause of 90% men and
80% women lung cancers or other lungs diseases. People who
smoke are 15 − 30 times more likely to be diagnosed with
lung cancer and this risk depends on the intensiveness and
duration of smoking. Tobacco smoke consist of more than 5600
chemicals, including more than 60 identified as carcinogenic
for human. The most recognized tobacco compound is nicotine
[30], [31]. The compound is responsible for an addiction to
tobacco, but has no carcinogenic properties proven. Now for
people who are unwilling, or unable to quit smoking on the
market appeared electronic cigarettes. The devices in contrast
to classic cigarettes contains nicotine dissolved in solution
and do not involve combustion during transform it into vapor
[32], [33]. The aerosol inhaled by a user have trace amount
of carcinogens, only in case of formaldehyde in some device
settings, which can by similar in level to the tobacco smoke
[34]. The device is a promising solution to decrease smoking
related diseases in populations, but also rise a controversy
about the harm reduction related to tobacco.

The second leading cause of lung cancer or serious lungs
diseases after tobacco smoking is radon. High concentrations
of that radical increased risk of lung cancer in miners. Inhaled
radon can have a carcinogenic effect due to increase exposition
of lung cells for alpha particles. From the other environmental
factors we can name secondhand smoke exposure and asbestos.
There is no doubt, that environmental exposure of nonsmokers
to tobacco increases the risk of lung disease, by an increased
concentration of tobacco specific carcinogens in the body fluid
[28].

Among patients with a diagnosed lung cancer in 2000 −
2002 in Poland 1-year survival rates for men and women were
34.7% and 41.6% respectively. While 5 years survival rates
were 10.8 and 15.7% for men and women respectively. 5 years
survival rate in USA is about 15% and 11% on average in the
European Union. These numbers depend on the tumor stage.
Most of the people who survive 5 years from the diagnose had
diagnosed lung cancer in early stage. People with diagnosed
tumors on first stage have 43 − 50% chance to survive 5
years. With tumors in 2nd stage the chance of survive drops
to 25 − 36%, in 3rd stage to 7 − 19 and eventually in 4rd
stage it reaches 2%. Unfortunately only 16% of diagnosed
cancers, are the once in 1st or 2nd stage [35]. One of the
most important reason for that situation is a fact, that lung
cancer do not have any specific symptoms in early stage.
Ease of selecting individuals with increasing risk of cancer

and the small efficiency of treating people with late stage of
lung cancer promote research which will help in find effective
screening for that sickness.

An intelligent chest radiography may be a perfect way in
the detection of lung diseases in its early stage. This method
is very beneficial for various medical centers, thanks to its
widely positive aspects in many different areas (very cheap
test, simple to realize, low rate of false positive findings).
In the future, these methods may improve the sensitivity of
chest radiography in the detection of early stage lung cancer
by introduction of some dedicated CI methods. Application
of precise and efficient methods may increase the possibility
of early diagnosis, and therefore save many lifes. In this
paper we would like to discuss a novel approach to lungs
diseases. Presented solution simulates human expert medical
examination of X-RAY images. Similarly to human experts
implemented methods using developed criterion search over
input image for diseased tissues represented in pixels of special
properties.

III. TOWARD AUTOMATIC CLASSIFICATION

Machines can assist in the process of classification. How-
ever this recognition must be based on efficient algorithms. We
propose a novel attempt to diagnose medical X-RAY images.
Any digital image I consist of points (pixels) xi = (xi,1, xi,2),
each having a position and special properties. All these features
give us peculiar information crucial for classification. Using it
one can identify somebody or a special input [36], [37], [38],
[17] and [27]. Here, CI solution will be applied to search for
areas of potentially degenerated tissues of the human body over
the input X-RAY image. Dedicated CI method is used to point
where are the cancer or degenerated tissues. As we can see in
the preliminary research results, dedicated versions of CSA and
FA have good efficacy and high potential of improvement.

A. Firefly Algorithm for medical X-RAY images recognition

Firefly Algorithm (FA) maps the behavior of fireflies while
searching for the best partner into the process of optimization.
The method describes fireflies and environment conditions that
are characterized by specific features, which are modeled with
numerical values: way of flashing (Ipop–light intensity factor),
way of moving (μ–factor for random motion of individual) and
perception of other individuals (βpop–factor for attractiveness),
light absorption coefficient γ. In real life the fireflies that do not
find a proper partner can die, and their place in the population
is taken by new individuals. This phenomena was mapped by
introduction of best ratio coefficient, which represents the
number of surviving individuals in the algorithm. Moreover in
the applied FA model, the following assumptions are used:

1) Points in X-RAY image are presented to flying fire-
flies for evaluation.

2) Because fireflies are unisex they can attract each
other.

3) Fireflies will move toward brighter one measuring the
distance between them.

4) If there is no attractive firefly within the range pop-
ulation move randomly.

Each pixel xi in input X-RAY image I is presented for
flying fireflies in the algorithm. The fireflies move according to
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mathematical model over the input image to find best solution
for the task.

1) Graphix Firefly Algorithm: In the presented Graphix
Firefly Algorithm (GFA) solution was applied a dedicated
version for medical X-RAY images. We are modeling some
phenomena of the fireflies swarm to obtain a live organism to
perform recognition task. Distance between any two fireflies i
and j is defined as

rtij = ‖xi
t − xj

t‖ =
√√√√ 2∑

k=1

(xt
i,k − xt

j,k)
2, (1)

where the symbols are: xi
t, xj

t–pixels in the image I in t
iteration, xt

i,k, xt
k,j–k-th components of spatial coordinates

of xi
t and xj

t that describe position (pixel in the classified
image) measured in t iteration. Attractiveness of firefly i to
firefly j decreases with increasing distance and is proportional
to intensity of light according to

βt
ij(r

t
ij) = βpop · Ipop · e−γ·(rtij)2 , (2)

where the notations are: βt
ij(r

t
ij)–attractiveness of firefly i to

firefly j in t iteration, rtij–distance defined in (1), γ–light
absorption coefficient mapping natural conditions. Fireflies
movements are based on conditioned distance to other indi-
viduals surrounding it. A firefly will go to the most attractive
one, measuring intensity of flicker over the distance between
them, this process is mapped in (2). Using this information, CI
remaps the natural behavior of real life organisms. A firefly
i motion toward a more attractive individual j is performed
according to

xi
t+1 = �xi

t + (xj
t − xi

t) · βt
ij(r

t
ij) + μt · eti�, (3)

where the notations are: xi
t, xj

t–points in X-RAY image
I, βt

ij(r
t
ij)–attractiveness defined in (2), rtij–distance between

fireflies defined in (1), γ–light absorption coefficient mapping
natural conditions, μt–coefficient mapping natural random
motion in each iteration t, eti–vector randomly changing firefly
position. In the model was applied special condition over the
movement. We define motion only over integer numbers using
�·�, what is efficient for GFA as it classifies points using their
position which is measured in integer numbers only. Using
these facts, we have built GFA to recognize degenerated tissues
in the human body, what is performed according to Algorithm
1.

B. Cuckoo Search Algorithm for medical X-RAY images recog-
nition

Cuckoo Search Algorithm (CSA) is very efficient gradient
free optimization technique, where Gauss distribution is ap-
plied. CSA is mapping behavior of cuckoos flying and looking
for nest to lay an egg. They try to choose optimal hosts. When
hosts come home they either get rid of intruder egg or just
simply accept the new situation. This process was implemented
in medical image classifier with assumptions:

1) Points in X-RAY image are potential host nests, that
are of interest to flying cuckoos.

2) Each cuckoo has only one egg to lay.
3) Total amount of flying cuckoos is constant.

Algorithm 1 GFA to search for degenerated tissues in the
human body X-RAY image

1: Define coefficients: Ipop, μ, βpop, γ, best ratio, number
of fireflies and generations in the algorithm,

2: Define fitness function for the algorithm – properties for
degenerated tissues diagnosis according to (7),

3: Create at random initial population of fireflies in I,
4: t:=0,
5: while t ≤ generations do
6: Calculate rtij in current population P using (1),

7: Calculate βt
ij(r

t
ij) in population P using (2),

8: Evaluate fireflies in population P using (7),
9: Create derived population O: move fireflies towards

closest and most attractive one using (3),
10: Evaluate all fireflies in derived population O using

(7),
11: Replace best ratio of fireflies from population P

with best ratio of fireflies from derived population
O, the rest take at random,

12: Rest of fireflies take at random,
13: t++,
14: end while
15: Best fireflies from the last population P are recognized

degenerated tissues in the human body.

4) Best nests containing egg (pixels of highest classified
quality) will be transferred to next generation.

5) Rest of cuckoo population will be taken at random
within all given image pixels.

6) Hosts may find intruder’s egg with 1 − pα ∈ 〈0, 1〉
probability and get rid of it. In this case a new cuckoo
is placed randomly in the image.

In Graphix Cuckoo Search Algorithm (GCSA), egg or host
nest is similar. All these are the same, because the algorithm
is classifying points in input image. First these pixels are
presented to flying cuckoos. Then these cuckoos are lying eggs
in selected pixels, therefore finally we call them eggs. Then
decision is taken by hosts to drop the egg or not. That is why
these tree names are simultaneously changed.

1) Graphix Cuckoo Search Algorithm: In each round of
GCSA the best points are transferred to next generation, what
is represented in best ratio coefficient. This is to simulate that
only the best birds live long enough to have offspring. The rest
of population is taken at random to maintain constant level of
cuckoos. In every generation we only model motion over the
image with particular formula

xi
t+1 = �xi

t + μ · L(β, γ, δ)�, (4)

where the notations in t iteration are: xi
t+1 = (xt+1

i,1 , xt+1
i,2 ) ∈

I – next solution in GCSA, μ – length of step in random
walk based on normal distribution N

(
γ

cuckoos ; 0, 1
)
, L(β,γ,δ)

– Lévy flight for a given step length β, δ – length of minimum
step for random walk and γ – scaling parameter for Lévy
flight. Classification of image points is based on (4), where
�·� is applied as xi ∈ I has position measured only in integer
values.

GCSA classification uses a concept of random walks, what
helps to perform non local search in various images. Lévy
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flight is also called random walk, in which length of particular
step has value determined with special probability distribution.
In GCSA Lévy flights are made isotropic in random directions,
according to formula

L(β, γ, δ) =

{ √
γ
2π

exp[− γ
2(β−δ)

]

(β−δ)
3
2

, 0 < β < δ <∞
0, other

, (5)

where the notations mean similar to (4). Finally hosts decision
is modeled with equation

H(xi
t+1) =

{
1− pα drop the egg
pα the egg stays

, (6)

where the symbols are: H(xi
t+1) – decision taken by hosts

about intruder egg xi
t+1, pα ∈ 〈0, 1〉 – chance of each cuckoo

egg to stay. The GCSA to recognize degenerated tissues in the
human body is presented in Algorithm 2.

Algorithm 2 GCSA to search for degenerated tissues in the
human body X-RAY image

1: Define all coefficients: pα ∈ 〈0, 1〉, β, γ, δ, best ratio,
number of cuckoos and number of generations in the
algorithm,

2: Dedicated criterion function: brightness of pixels accord-
ing to (7),

3: Create at random initial population in the image,
4: t:=0,
5: while t ≤ generations do
6: Move cuckoos according to (4) and (5),
7: Hosts decide if the eggs stay or no – decision according

to (6),
8: Sort points (cuckoos) according to the value of criterion

function,
9: Evaluate population and take best ratio of them to next

generation,
10: Rest of cuckoos take at random,
11: t++,
12: end while
13: Best cuckoos from the last generation are recognized

degenerated tissues in the human body.

C. Simplified fitness function for classification purposes

In our classifier, the algorithms presented in Sections III-A
and III-B were applied to search for degenerated tissues in
the human body. A population of fireflies or cuckoos, each
representing xi ∈ I, is simulated in order to move from point
to point and search for diseases. Searching is based on a simple
fitness function that reflects the brightness of each pixel

Φ(xi) = Φ((xi,1, xi,2)) =

{
0.1 . . . 1 saturation
0 other

, (7)

where notation Φ(xi) denotes quality of the evaluated pixel.
This measure reflects a value in the scale from 0.0 to 1.0,
where saturation of the filtered xi ∈ I changes from black
to white. Mainly in X-RAY images the degenerated tissues
in the human body are of changed features. These features
are visible in the images, representing pixels are mainly more
bright than these representing healthy tissues. Therefore using
GFA or GCSA with fitness function (7) on the X-RAY image
we are able to classify the input.

IV. RESEARCH RESULTS

In the research, simulations were performed for:

• GFA method: 100 fireflies in 10 generations with
set coefficients: β = 0.3, γ = 0.3, μ = 0.3 and
best ratio = 30%.

• GCSA method: 100 cuckoos in 10 generations with
set coefficients: β = 0.5, γ = 0.3, μ = 0.25, δ = 0.2
and best ratio = 30%.

Due to limited space in the paper let us present only some
classification results. The images are original, real medical X-
RAY images from various clinics in Poland collected during
research project, therefore we covered some parts of images
containing personal data of the examined patients or cut these
parts from the images. Moreover, due to various medical equip-
ment used in the clinics, the presented images are of different
shapes and quality. We have examined various diseases and the
preliminary research results are very promising. In this section
we would like to discuss the CI recognition over tree very
common lungs diseases: cancer, sacroidosis and pneumonia.
In all the images, in the first place we can GFA recognition
and in the second position GCSA recognition.

In Fig. 1 is presented recognition over cancer tissues in
man lungs, the presented examinations show how serious
medical example it is. Cancer is unfortunately very dangerous
for humans and is killing many people each year. Therefore
proper diagnosis can help to prevent more deaths. Both meth-
ods recognized cancer tissues showing their locations in the
body. However GCSA is of better precision, recognition gave
better shape of the degenerated tissues. In Fig. 2 is presented
recognition over sacroidosis tissues in man lungs. In Fig. 3 is
presented recognition over pneumonia in woman lungs.

A. Conclusions

The presented system for image classification allowed us
to diagnose degenerated tissues in the human body. The ideal
lung diseases screening method should be relatively sensitive,
widely available and have good specificity. Up to date digital
radiography, which have higher resolution especially combined
with the Artificial Intelligence image recognition should in-
crease the sensitivity for a lung cancer screening.

The presented solutions are promising and with introduc-
tion of dedicated filtering functions, which the authors are
currently working on, would become a very efficient tool to
help lungs diseases diagnose. However, introducing a special
recognition function is non-trivial task, it is the most sensitive
part of the classifier. We must define a special, different
functions for each disease, i.e. cancer, sarcoidosis, pneumonia,
etc. Here a neural network attempt (similar to [39], [40], [41]
or [42]) or dedicated fuzzy ruled systems (similar to [43] or
[44]) will be applied.

V. FINAL REMARKS

There are only two ways to decrease the mortality from
lung cancers and other diseases. First is to decrease the
use of tobacco. It can be done by tighten the smoke-free
policies or increase the interest in tobacco harm-reduction
strategies. High hopes for that gives electronic cigarettes and
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Fig. 1. GFA and GCSA recognition over cancer tissues in left part of the lungs on the original image from the X-RAY apparatus

Fig. 2. GFA and GCSA recognition over sacroidosis on the original image from the X-RAY apparatus

Fig. 3. GFA and GCSA recognition over pneumonia on the original image from the X-RAY apparatus
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other nicotine product, with reduced amount of carcinogenic
compounds [32]. Other is to improve detection systems. Ded-
icated intelligent systems would allow to notice all possible
negative lifestyle outcomes as fast as possible and minimize
the potential harmful to the population. In that case we do
not have an effective tool to do it with lung cancerogenesis
risk. Therefore development of new scientific tools which
allow relatively fast and precise diagnosis are needed. Because
there is no recommended, cost-effective and widely confirmed
method which allows to detect lung diseases in early stage in
the same time as we try to manage with worldwide tobacco
epidemy we should try to find the new screening methods for
one of the most dangerous cancer related diseases.

We present a novel approach to lungs diseases classification
based on the application of FA and CSA. Where CI methods
are used to help in decision making over medical X-RAY
images. Research results for sample images show efficacy and
high precision. The presented methods can work as part of
various classifier for medical purposes. This feature makes
them promising tools for AI recognition systems and dedicated
image classifiers. Applied CIA methods are precise and easy
to implement. Hence, presented a novel classifier approach is
efficient and precise with a possibility to improve.
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[23] A. Baykasoğlu and F. B. Ozsoydan, “An improved firefly algorithm for
solving dynamic multidimensional knapsack problems,” Expert Systems
with Applications, vol. 41, no. 8, pp. 3712–3725, 2014.

[24] E. Valian, S. Tavakoli, S. Mohanna, and A. Haghi, “Improved cuckoo
search for reliability optimization problems,” Computers & Industrial
Engineering, vol. 64, no. 1, pp. 459–468, 2013.

1640
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