Block Sparse Representations in Modified Fuzzy C-Regression Model Clustering Algorithm for TS Fuzzy Model Identification
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Abstract—A novel objective function based clustering algorithm has been introduced by considering linear functional relation between input-output data and geometrical shape of input data. Noisy data points are counted as a separate class and remaining good data points in the data set are considered as good clusters. This noise clustering concept has been taken into the proposed objective function to obtain the fuzzy partition matrix of product space data. Block orthogonal matching pursuit algorithm is applied to determine the optimal number of rules from the over specified number of rules (clusters). The obtained fuzzy partition matrix is used to determine the premise variable parameters of Takagi-Sugeno (TS) fuzzy model. Once, the premise variable parameters and optimal number of rules (clusters) are identified then formulate the rule construction for identification of linear coefficients of consequence parameters. The effectiveness of the proposed algorithm has been validated on two benchmark models.

I. INTRODUCTION

Fuzzy set theory has been extensively used in nonlinear system modeling and model based control. Among various fuzzy models, TS fuzzy model is quite popular in system identification domain because of its simple, interpretable structure to describe the complex nonlinear model in a simple way. Apart from system modeling, it is found in many areas such as fuzzy control, fault tolerant control [1]–[3] etc.

TS fuzzy model mainly consists of two aspects: determinations of structure and parameter identification i.e. determine premise variable parameters and identification of consequence variable coefficients. In structure identification, clustering algorithm has been found for partitioning the data space. Batch processing algorithms (such as Least Square (LS), weighted recursive least square (WRLS)) are used to estimate of consequence variable parameters [1], [8].

Partitioning the input-output data space into fuzzy subspaces is a primary task in TS fuzzy model. Fuzzy clustering algorithms are the most desirable technique for partitioning the data space to obtain fuzzy subspace and translate them into fuzzy rules i.e. each rule in TS fuzzy model is associated with a fuzzy cluster [4]. Fuzzy C-Means (FCM), Gustafson-Kessel (G-K), Gath-Geva (G-G), Fuzzy C-Regression Model (FCRM), Enhanced Fuzzy C-Regression Model (EFCRM) are popular clustering algorithms used in structure identification part and LS, WRLS, orthogonal least square (OLS) technique has been applied to estimate the consequence coefficients [8]. The (FCM) [5] clustering algorithm is partitioning a data space in spherical nature. If the input-output data is arbitrary in shape then FCM based TS fuzzy model could not give adequate model accuracy [6]. The modified version of FCM algorithm, known as, Gustafson-Kessel (G-K) algorithm, is considers data distribution using the euclidian distance metric [7] whereas FCM algorithm considers the simple euclidian distance metric. However, FCM, G-K, G-G algorithm is a prototype-based clustering algorithm since their data partitioning has been done by the distance point shape center to data points. FCRM algorithm partitions data space by hyperplane nature [6] which gives better performance in comparison to prototype-based clustering algorithm in TS fuzzy model [9]. Meanwhile, FCRM algorithm suffers two major problems: first, algorithm convergence takes much time due to bad initialization of parameters and second, the objective function is highly sensitive to noisy data.

The initialization problem has been addressed in [10] while taking partial derivative of objective function in terms of local linear model. But, input data distribution has not been considered that affects the estimation of fuzzy model parameters [8]. The noisy data points also affects estimation of model parameters [11].

Modification of FCRM objective function has been done by considering two issues. First, input data distribution has been incorporated into the objective function. Noise Clustering (NC) concept have been introduced into the proposed objective function to handle noisy data points that makes the algorithm robust. In NC, the noisy points are part of a noise cluster and remaining good data points are parts of good clusters.

The paper is organized as follows: Section II describes general structure of TS fuzzy modeling to represent complex nonlinear system. In section III, Modified Fuzzy C-Regression Model Noise Clustering (MFCRM-NC) algorithm has been proposed and in-depth explanations are given. Block Sparse representations for reduction of rules have been introduced. Identifications of premise and consequence variables parameter are also described. In section IV, the effectiveness of MFCRM-NC algorithm based TS fuzzy model has been validated on
two complex nonlinear models. Section V contains concluding remarks.

II. TS FUZZY MODEL DESCRIPTIONS

A complex nonlinear dynamical system can be approximated by TS fuzzy model. Implication of a TS fuzzy model is stated as a set of "IF-THEN" rules and each rule has the following form,

\[ P_i: \text{IF } x_{k_1} \text{ is } A_1^i \text{ and... and } x_{k_n} \text{ is } A_n^i \text{ THEN } y_k^i = p_0^i + x_{k_1}p_1^i + \ldots + x_{k_n}p_n^i \]

\[ = p_0^i + \sum_{j=1}^{C} x_{k_j}p_j^i, \quad (i = 1, 2, \ldots, C \text{ rules}) \]

where \( p_j^i \) is the \( j \)-th rule. The estimated output can be represented by weighted average of all active rules,

\[ \hat{y}_k = \frac{\sum_{i=1}^{C} w_{k}^i \cdot y_k^i}{\sum_{i=1}^{C} w_{k}^i} \quad \text{for } k \text{ - th sample} \]

\[ w_{k}^i = \min \{ A_j^i(x_{k_j}) \}, \quad k = 1, 2, \ldots, N \]

where, the overall truth value \( w_{k}^i \) of each rule can be obtained through logical "AND" operator [10].

III. ARCHITECTURE OF THE PROPOSED TS FUZZY MODEL

In the section, a complete framework of TS fuzzy model has been described through a simple architecture. The complete architecture of top-down approach has been depicted in Fig. 1. The architecture consists of two parts: First part is related with structure identification where a novel objective function based clustering algorithm has been presented. Optimal number of partitions are obtained by block sparse representations of consequence vector. Last part is associated with parameter identification where the premise variables parameters (mean and width of the membership function) have been identified from the proposed objective function. Then, construct the rule for reducing the generalization error and determine the consequence parameters by an orthogonal least square method.

A. The Fuzzy C-Regression Model Clustering Algorithm

Let, the data set,

\[ D = \{(x_k, y_k) ; x_k \in \mathbb{R}^n, y_k \in \mathbb{R} \quad k = 1, 2, \ldots, N \} \]

having \( N \) number of input-output patterns from which \( i \)-th fuzzy regression model can be drawn [12], [13]. The \( i \)-th hyperplane based regression model is expressed as follows:

\[ y_k^i = F^i(x_k ; \theta^i) = p_0^i + x_{k_1}p_1^i + x_{k_2}p_2^i + \ldots + x_{k_n}p_n^i \]

\[ = [1 x_k^T]^T \theta^i = \hat{y}_k^i \theta^i \]

where, \( x_k = [x_{k_1}, x_{k_2}, \ldots, x_{k_n}]^T \in \mathbb{R}^n \) is the \( k \)-th regression vector and \( y_k^i \) is the \( i \)-th regression model output. \( \theta^i = [p_0^i, p_1^i, p_2^i, \ldots, p_n^i] \in \mathbb{R}^{(n+1)} \) is the coefficients of linear regressor. The modeling error [12] between actual output (\( y_k \)) and regression output (\( F^i(x_k ; \theta^i) \)) can be defined as

\[ E_{ik}^2(\theta^i) = (y_k - y_k^i)^2 \]

**Definition 1.** Let, \( D \) be a finite set and \( 2 \leq C < N \) be number
of clusters, then fuzzy partition matrix is defined for set $D$, 
\[
U_{fc} = \{ U \in R^{C \times N} | \mu_{ik} \in (0,1); \sum_{i=1}^{C} \mu_{ik} = 1; \}
\]
\[0 < \sum_{k=1}^{N} \mu_{ik} < N, \forall i = 1,2,...,C\}
\] (8)
where, $\mu_{ik}$ represents membership value of $k$-th data point belonging to $i$-th cluster.

The distance error with membership value ($\mu_{ik}$) has been used in the FCRM objective function that has to be minimized over the clusters,
\[
\min J_1(D : U, \theta) = \sum_{i=1}^{C} \sum_{k=1}^{N} \mu_{ik}^m E_{ik}^2(\theta^i)
\] (9)
subject to,
\[
\sum_{i=1}^{C} \mu_{ik} = 1, \forall k = 1,2,...,N
\] (10)
where, $m \in (0, \infty)$ is the fuzzy exponent weight. If fuzzy exponent ($m$) value is set to 1, partition becomes hard partitions i.e. fuzzy membership weight ($\mu_{ik}$) of a data point belonging to clusters is either 1 or 0. For avoiding the trivial solution of $U$, the $m$ value is set at 2.

The modeling error based FCRM algorithm has been applied on input-output data to create the fuzzy subspaces as a fuzzy membership value. The coefficients of each linear model are obtained by Least Square (LS) solution [14].

---

**Algorithm 1:** FCRM algorithm for TS fuzzy model identification

**Inputs:**
- Fuzziness ($m = 2$), Iteration number ($l = 0$).
- Termination constant ($\xi = 0.001$).
- $E_{ik}(\theta^i)$: Error distance between actual output and regressor model output for $i$-th cluster.
- $U^0 \in R^{C \times N}$: Fuzzy partition matrix for first iteration.

**Output:**
- $U^l$: Fuzzy partition matrix for $l$-th iteration.

**Steps:**
1. Update the consequence parameters by using LS solution.
2. Calculate the modeling error $E_{ik}(\theta^i)$ by using (7).
3. Update $U^l$ with distance metric $E_{ik}(\theta^i)$.
\[
U^l = \begin{cases} 
\frac{1}{\sum_{q \neq i} \frac{E_{qk}^2(\theta^i)}{E_{ik}^2(\theta^i)}} & \text{If } E_{ik}(\theta^i) > 0 \\
0 & \text{otherwise} 
\end{cases}
\]
until $\|U^l - U^{l-1}\|_2 < \xi$ then stop; otherwise, $l = l + 1$ and go to step 1.

---

**B. The Modified Fuzzy C-Regression Model Clustering Algorithm**

The solution of (9) is obtained by an iterative approach. FCRM objective function can get terminated at local minimum for poor initializations of cluster algorithm parameters [13]. Li have not considered premise data distribution into the FCRM objective function that affects estimation of model parameters [8]. The objective function of FCRM algorithm has been modified by considering input data distribution [8]. The premise variable partition has been done by G-K clustering algorithm.

\[
G_{ik}^2 = [x_k - v_i^T]M_i[x_k - v_i]
\] (11)
where, the cluster center is $v_i$ and $M_i$ is symmetric positive definite matrix. If $M_i = I$, then distance matrix is a normal euclidian distance [15].

The objective function based clustering algorithm is sensitive to noisy data points [16]. Several methods are found in clustering algorithm for handling noisy data points [16]–[18]. One of them, in noise clustering (NC) algorithm [16], outlier data points are part of a noise cluster and other noise free data points are considered as parts of good cluster. The membership value of a data point belonging to noise cluster ($\ell$) is defined as,
\[
\mu_{ik} = 1 - \sum_{i=1}^{C} \mu_{ik}
\] (12)
where, $\mu_{ik}$ is the membership value for $k$-th data points belonging to noise cluster. It has a fixed distance ($\gamma$) from all the data points i.e. it is represented as a fabricate prototype. The NC concept has been introduced in the modified FCRM clustering for handling the noisy data points as separate class. Thus, the constrained membership function is relaxed as
\[
\sum_{i=1}^{C} \mu_{ik} < 1
\] (13)

The Modified Fuzzy C-Regression-Noise Clustering (MFCRM-NC) algorithm objective function is defined as,
\[
\min J_2(D; U, \theta, v, M_i) = \sum_{i=1}^{C} \sum_{k=1}^{N} \mu_{ik}^m [E_{ik}^2(\theta^i) + G_{ik}^2]
\] + \sum_{k=1}^{N} \mu_{ik}^m \gamma^2
\] (14)
subject to,
\[
\sum_{i=1}^{C} \mu_{ik} + \mu_{ik} = 1 \text{ and } |M_i| = \rho 
\] (15)
where, the noise cluster distance ($\gamma$) can be computed as [16],
\[
\gamma^2 = \delta \ast \begin{cases} \sum_{i=1}^{C} \sum_{k=1}^{N} [E_{ik}^2(\theta^i) + G_{ik}^2] \end{cases} \frac{C}{N}
\] (16)
where, $\delta$ is a user defined constant depending on system model data.

The analytical solution’s of constrained optimization problem (14–15) is obtained by the Lagrangian approach converting it to unconstrained optimization problem by introducing $N$ lagrangian multipliers, $\lambda_k$. The mathematical expressions for
the Lagrangian form is followed as,
\[ L(U, \lambda, \theta, \nu) = J_2(D; U, \theta, \nu, M_i) - \sum_{i=1}^{C} \beta_i(|M_i| - \rho) \]
\[- \sum_{k=1}^{N} \lambda_k (\sum_{i=1}^{C} \mu_{ik} + \mu_{\bar{k}} - 1) \]
\[ \text{(17)} \]
Differentiating (17) with respect to \( \mu_{ik}, \mu_{\bar{k}}, \) and \( \lambda_k \) and setting the derivative to zero.
\[ \frac{\partial L(\ldots)}{\partial \mu_{ik}} = m(\mu_{ik})^{m-1} [E_{1k}^2(\theta^i) + G_{1k}^2] - \lambda_k = 0 \]
\[ \frac{\partial L(\ldots)}{\partial \mu_{\bar{k}}} = m(\mu_{\bar{k}})^{m-1} - \lambda_k = 0 \]
\[ \text{(18)} \]
\[ \frac{dL(\ldots)}{d\mu_{ik}} = m(\mu_{ik})^{m-1} \gamma^2 - \lambda_k = 0 \]
\[ \text{(19)} \]
\[ \frac{dL(\ldots)}{d\lambda_k} = \sum_{i=1}^{C} \mu_{ik} + \mu_{\bar{k}} - 1 = 0 \]
\[ \text{(20)} \]
From (18) and (19),
\[ \mu_{ik} = \frac{\lambda_k}{m} \left[ \frac{1}{E_{1k}^2(\theta^i) + G_{1k}^2} \right]^{1/(m-1)} \]
\[ \text{(21)} \]
\[ \mu_{\bar{k}} = \frac{\lambda_k}{m} \left[ \frac{\gamma^2}{2} \right]^{1/(m-1)} \]
\[ \text{(22)} \]
From (18) and (19),
\[ \left[ \frac{\lambda}{m} \right]^{1/(m-1)} = \frac{\mu_{ik}}{1} \]
\[ \left[ \frac{\lambda}{m} \right]^{1/(m-1)} = \frac{\mu_{\bar{k}}}{1} \gamma^2 \]
\[ \text{(23)} \]
\[ \text{(24)} \]
Rearranging the (20),
\[ \sum_{i=1}^{C} \mu_{ik} + \mu_{\bar{k}} = 1 \]
\[ \text{(25)} \]
Put the values of (23) and (24) into (25),
\[ \left[ \frac{\lambda}{m} \right]^{1/(m-1)} \left( \sum_{q=1}^{C} \left[ \frac{1}{E_{ik}^2(\theta^i) + G_{ik}^2} \right]^{1/(m-1)} \right) = 1 \]
\[ \text{(26)} \]
Put (23) into (26) and rearranging to obtain \( \mu_{ik} \),
\[ \mu_{ik} = \frac{1}{\sum_{q=1}^{C} \left( \frac{1}{E_{ik}^2(\theta^i) + G_{ik}^2} \right)^{\frac{1}{m-1}} + \left( \frac{E_{ik}^2(\theta^i) + G_{ik}^2}{\gamma^2} \right)^{\frac{1}{m-1}}} \]
\[ \text{(27)} \]
Taking partial derivative of (17) w.r.t \( \nu^i \),
\[ \frac{\partial L(\ldots)}{\partial \nu^i} = \sum_{k=1}^{N} \mu_{ik} m [x_k - \nu^i] = 0 \]
\[ \Rightarrow \nu^i = \frac{\sum_{k=1}^{N} \mu_{ik} m x_k}{\sum_{k=1}^{N} \mu_{ik} m} \]
\[ \text{(28)} \]
Updating (17) by \( M_i \),
\[ \frac{\partial L(\ldots)}{\partial M_i} = \sum_{k=1}^{N} \mu_{ik} m [x_k - \nu^i][x_k - \nu^i]^T \]
\[ \Rightarrow M_i^{-1} = \frac{\sum_{k=1}^{N} \mu_{ik} m [x_k - \nu^i][x_k - \nu^i]^T}{\beta_i |M_i|} = \sqrt{\frac{1}{\beta_i |M_i|}} F_i \]
\[ \text{(29)} \]
where, the covariance matrix, \( F_i \), is defined as,
\[ F_i = \frac{\sum_{k=1}^{N} \mu_{ik} m [x_k - \nu^i][x_k - \nu^i]^T}{\sum_{k=1}^{N} \mu_{ik} m} \]
\[ \text{(30)} \]
The necessary conditions for minimization of (17) w.r.t \( \theta^i \)
\[ \frac{\partial L(\ldots)}{\partial \theta^i} = \sum_{k=1}^{N} \mu_{ik} m \frac{\partial E_{ik}^2(\theta^i)}{\partial \theta^i} = 0 \]
\[ \text{(31)} \]
where, \( \frac{\partial E_{ik}^2(\theta^i)}{\partial \theta^i} \) is obtained from (7) by taking partial derivative,
\[ \frac{\partial E_{ik}^2(\theta^i)}{\partial \theta^i} = 2E_{ik}(\theta^i) \frac{\partial E_{ik}(\theta^i)}{\partial \theta^i} = [y_k - \bar{x}_k, \theta^i] \bar{x}_k \]
\[ \text{(32)} \]
Rearranging (31-32) and finally making it in matrix form,
\[ \sum_{k=1}^{N} \mu_{ik} m [y_k - \bar{x}_k, \theta^i] \bar{x}_k = 0 \]
\[ \Rightarrow X^T \Lambda Y = (X^T \Lambda X) \theta^i = 0, \ \forall i = 1, ..., C \]
\[ \theta^i = (X^T \Lambda X)^{-1} X^T \Lambda Y \]
\[ \text{(33)} \]
Here, \( X, Y, \) and \( \Lambda^i \) are expressed as follows,
\[ X = \begin{bmatrix} 1 & x_1^T \\ 1 & x_2^T \\ \vdots & \vdots \\ 1 & x_N^T \end{bmatrix}_{N \times (n+1)} \]
\[ Y = \begin{bmatrix} y_1 \\ y_2 \\ \vdots \\ y_N \end{bmatrix}_{N \times 1} \]
\[ \Lambda^i = \begin{bmatrix} \mu_{i1} & 0 & \cdots & 0 \\ 0 & \mu_{i2} & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & \mu_{iN} \end{bmatrix}_{N \times N} \]
\[ \text{(34)} \]

\textbf{C. Sparse Block Structure Representations for TS Fuzzy Rule Reduction}

\textbf{Definition 2. Let}, \( U \in U_c \), \( \text{be fuzzy partition matrix for set} \ D. \text{The TS fuzzy model with} \ C \text{ rule creates a dictionary} \ (Z^i) \text{ for} \ i\text{-th rule and it is defined as}, \)
\[ Z^i = U \times X \in \mathbb{R}^{N \times (n+1)} \]
\[ \text{(34)} \]
The estimated output $y^\hat{\varepsilon}$ is obtained as,

$$y^\hat{\varepsilon} = \sum_{i=1}^{C} Z^i \theta^i = Z \theta$$

where, $\theta = [\theta^1, \theta^2, ..., \theta^C] \in \mathbb{R}^{(n+1) \times C}$ is the consequence parameters vector and $Z = [Z^1, Z^2, ..., Z^C] \in \mathbb{R}^{N \times (n+1) \times C}$ is the corresponding TS fuzzy model dictionary.

Minimizing square of modeling error between actual output and estimated model output has been utilized to determine the consequence parameters by using batch processing algorithm.

$$\min_{\theta} \frac{1}{2} \sum_{i=1}^{C} Z^i \theta^i = Z \theta$$

Determination of optimal rules in an oversize dictionary based TS fuzzy model is an optimization problem [14]. Some of the rules in a dictionary are over specified that doesn't have substantial contribution on model accuracy i.e. some rules are assumed as redundant rules. Here, block sparse representations for consequence vector are adopted for rule reductions in proposed TS fuzzy modeling approach. Consequence parameters for each rule represent a block, and redundant blocks are simply assumed as zero.

Definition 3. Let, $b = (b_1, b_2, ..., b_m) \in \mathbb{R}^m$ be a vector, its sparsity defines non zero positions or entity.

$$\|b\|_0 = \lim_{a \to 0} \|b\|_a = \lim_{a \to 0} \sum_{i=1}^{m} |b_i|^a = h\{i : b_i \neq 0\}$$

where, $h$ represents cardinality of the vector $b$.

Definition 4. The block structure representations for consequence vector is defined as,

$$\theta = [p_0^1, p_1^1, ..., p_n^1, ..., p_0^C, p_1^C, ..., p_n^C]^T \in \mathbb{R}^{(n+1) \times C}$$

$$\|\theta\|_{a,0} = \|\{(\|\theta^1\|_a, \|\theta^2\|_a, ..., \|\theta^C\|_a)\}_0$$

The block structure representations of consequence vector is an optimization problem and it is defined as,

$$\min_{\theta} \|\theta\|_{2,0}$$

subject to $\frac{1}{2} \|y - \sum_{i=1}^{C} Z^i \theta^i\|_2^2 < \partial$ (38)

where, less impact blocks ($\theta$) are discarded from over specified number by the optimization algorithm in which model accuracy will retain high. The optimization problem (38) is NP hard [19]. There exists two approaches to obtain solutions. First approach to solving the problem by relaxation method that converts 0-norm constraints to 1-norm constraints. The convex optimization method [20] [21] can be applied directly to obtain the solution but TS fuzzy model objective should not be violated [22]. Second approach to solving the problem by greedy search algorithm, includes block orthogonal match pursuit (BOMP), block matching pursuit (BMP), group matching pursuit (GMP), group orthogonal matching pursuit (GOMP) and its several extensions [23]. Here, BOMP algorithm has been used for selecting more effective consequence coefficients block and less effective blocks are removed from over specified number. The BOMP has three steps: initialization, block selections and update. The block greedy optimization algorithm is described in Algorithm 3.

Algorithm 2: MFCRM-NC algorithm for TS fuzzy model identification

Inputs:
- Fuzziness ($m = 2$), Iteration number ($l = 0$), Initialize cluster number ($C$).
- Cluster center = $v^i$, Linear Coefficients= $\theta^i$.
- Termination constant ($\xi = 0.001$).

Outputs:
- $U^i$: Fuzzy partition matrix while algorithm converges.
- $v^i$: Cluster center for premise variable data partition.

Steps

Repeat

1. Compute the modeling error $E_{ik}^2(\theta^i)$ by using (7) for $C$-th cluster.
2. Compute the premise variable partition $G_{ik}^2$ by using (11) for $C$-th cluster.
3. Update fuzzy partition matrix $F_i$ by using (30).
4. Update cluster center $v^i$ by using (27).
5. Update noise cluster distance ($\gamma^2$) by using (16).
6. Update linear coefficients $\theta^i$ by using (33).
7. Update fuzzy partition matrix $U^i$ by using (27).
8. $l = l + 1$.

Until: $U$ or $v$ stabilize.

Algorithm 3: BOMP algorithm for TS fuzzy model identification

Input:
- $Z$: Given TS model dictionary.

Outputs:
- Update dictionary, consequence vector, rule selections.

Initializations:
- index set $\Omega_0 = []$; dictionary matrix $\varphi_0 = []$; residual $r_0 = y$; and iterations number $l$.

Steps: Repeat

Block Selections: Find correlations $l_t$ between dictionary and residual.

Update:

1. Update index set $\Omega_t = [\Omega_{l-1} \cup l_t]$;
2. Update Dictionary matrix $\varphi_t = [\varphi_{l-1} \cup l_t]$;
3. Determine the consequence parameters $\theta = \arg\min_\theta \|y - \varphi_t \theta\|_2$
4. Update residuals $r_t = y - \varphi_t \theta$

until Termination criteria (residuals bounded ($\partial = 10^{-5}$) or fixed iterations (100)) true.

$t = t + 1$, go to Repeat.
consequence parameters are modified in updated steps. The block selection's data are applied in MFCRM-NC algorithm to obtain fuzzy partition matrix and premise variable mean.

D. Parameter Estimations

Gaussian membership function has been used for premise variable. The mean and width of gaussian function can be obtained by the following expressions.

\[
v_i = \sum_{k=1}^{N} \mu_{ik}^m x_k
\]

\[
\sigma_j^m = \sqrt{\frac{2 * \left( \sum_{k=1}^{N} \mu_{ik}^m (x_{kj} - v_j) \right)^2}{\sum_{k=1}^{N} \mu_{ik}^m}}
\]

Once, the premise parameters have been identified then construct rules from section (II) to identify the consequence parameters by the following matrix form.

\[
y = \chi \pi_{opti} + \varepsilon
\]

where, \( \pi_{opti} = [p_0^1, p_1^1, ..., p_n^1, ..., p_0^C_{opti}, ..., p_n^C_{opti}] \), \( y = [y_1, y_2, ..., y_N] \), \( \varepsilon = [\varepsilon_1, \varepsilon_2, ..., \varepsilon_N] \) is the error vector with \( \varepsilon = [y - \hat{y}] \) and \( C_{opti} \) is the optimal number of rules (clusters) obtained from BOMP algorithm. Regression vector is defined as, \( \chi (x_k) = [\psi_{1k}^1 \psi_{1k}^2 x_k^1 \psi_{1k}^2 x_k^2 ... \psi_{1k}^m x_k^m] \), where, \( x_{kn} \) is the \( n \)-th component of input variable for \( k \)-th sample and \( \psi \) is the normalized weight of membership function having the following expression,

\[
\psi_{1k} = \frac{w_{ik}^1}{\sum_{i=1}^{C_{opti}} w_{ik}^i}
\]

Weighted least square (WLS) technique has been applied to (41) to obtain the solution but it requires matrix inversion that may not be computationally possible all the time [13]. The orthogonal least square (OLS) approach [10] has been adopted to obtain solution of consequence parameters.

IV. ALGORITHM VALIDATIONS THROUGH SIMULATION RESULTS

Two different performance indices have been used in this study i.e. Root Mean Square Error (RMSE) and Mean Square Error (MSE), defined as,

\[
RMSE = \sqrt{\frac{\sum_{k=1}^{N} (y_k - \hat{y}_k)^2}{N}}
\]

\[
MSE = \frac{\sum_{k=1}^{N} (y_k - \hat{y}_k)^2}{N}
\]

A. Validation on Nonlinear Dynamical System

The highly complex modified nonlinear model [24] [25] used for checking effectiveness of the proposed modeling approach is defined as,

\[
y_k = \frac{y_{k-1}(y_{k-2} + 2)(y_k + 2.5)}{10 + y_{k-1}^2 + y_{k-2}^2} + u_k + \Delta_k
\]

where, \( y_k \) is the model output and \( u_k \) is the model input which is bounded between \([-1 + 1]\). The model is also accounted with zero mean white noise (\( \Delta_k, k \leq 1500 \)). The following input signal is expressed as,

\[
u_k = \left\{ \begin{array}{ll}
\sin(\frac{2k\pi}{250}) & \text{if, } k \leq 500 \\
0.8 * \sin(\frac{2k\pi}{250}) + 0.2 * \sin(\frac{4k\pi}{250}) & \text{otherwise}
\end{array} \right.
\]

1500 samples were generated by simulation in which 500 samples were used to the train model. Fuzzy model parameters have been identified once, testing of model has been done by remaining 1000 samples. The product space variables of TS fuzzy model are selected as \( [y_{k-1}, y_{k-2}, u_k, u_{k-1}, y_k] \) where input and output variables are defined as \( [y_{k-1}, y_{k-2}, u_k, u_{k-1}] \) and \( y_k \) respectively. In the actions of BOMP algorithm for selecting fuzzy rules from over specified rules, only 4 blocks of consequence vector remain nonzeros and others shrink to zero (Fig. 2). However, sparsity level of BOMP based MFCRM-NC was set to 4 [14]. Different SNR levels (SNR=1 dB, 5 dB, 10 dB, 20 dB) have been added to the plant model while collecting 1500 samples to classify the data space. In MFCRM-NC algorithm, the fabricated noise cluster distance is set as \( (\delta = 0.1) \). The evaluation performance index (RMSE-trn and RMSE-test) stands for training and testing data respectively.

Tables (I-IV) shows the comparative performance of MFCRM-NC based TS fuzzy model with different existing algorithms such as FCM [5], G-K [7], Fuzzy Model Identification (FMI) [26] and FCRM [12]. It is clearly seen from the results that the MFCRM-NC based TS fuzzy model gives better performance compared to results existing in literature.
The noise clustering distance term was capable to handle highly noise points as a separate cluster. This noise cluster makes the algorithm robust in the presence of high noise. The convergence curve of proposed objective function is shown in Fig. (3) for 1 dB noisy data.

**B. Box-Jenkins Model**

The Box-Jenkins model [27] is a standard model in system identification domain. It consists of 296 input-output samples. Gas flow rate into furnace and \( CO_2 \) concentration in the outlet gases is considered as input \( (u) \) and output \( (y) \) respectively. The complete data set has been used for training the model where the selected input and output variables are \([y_{k-1}, u_{k-4}]^T\) and \(y_k\) respectively for comparing with other existing algorithms. Table V provides a comparative performance of proposed algorithm with other algorithms existing in literature. However, sparsity level for Box-Jenkins model was set to 2 [28]. Proposed algorithmic approach was also studied on two different noise levels (SNR=30 dB, 10 dB).

**V. Conclusion**

In this paper, objective function in FCRM algorithm has been modified by considering input data distribution and noise clustering concept. The block sparse representations to consequence regressor vector for selecting the consequence blocks in such way that the system model accuracy is retained at high value. Block orthogonal matching pursuit algorithm (BOMP) has been carried out for selecting the most highly correlated block. Optimal blocks are selected, then identify the premise variable parameters and constructions rule to determine the consequence parameters by an orthogonal least square method. The simulation results show that MFCRM-NC based TS fuzzy model gives comparable accuracy compared to algorithms existing in literature with less number rules. The greedy search algorithm has been used to find out optimal number rules instead of relaxed convex optimization method. In further work, convex optimization method can be used to determine the optimal number rules.
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