Abstract—Over the last two decades, different differential evolution (DE) variants have been successfully used to solve different optimization problems. However, no single DE algorithm has consistently been the best for solving a wide range of them. In the literature, this drawback has been tackled by using multiple DE operators in a single framework. However, utilizing a problem’s landscape in the design of an efficient selection mechanism to emphasize the best-performing DE variant has not yet been thoroughly explored. Motivated by this fact, in this paper, a new two-phase (exploration and exploitation) multioperator DE algorithm is proposed. It starts with the exploration phase, dynamically placing emphasis on the best-performing DE based on two landscape indicators and its performance history, and then repeats this process during the exploitation phase. To judge the performance of this algorithm, a variety of real-world optimization problems taken from different disciplines are solved. According to the results obtained, this algorithm shows superior performance to those of state-of-the-art algorithms.

Index Terms—differential evolution, multi-operator, landscape indicators, real-world problems

I. INTRODUCTION

Many real-world problems in different fields, such as operations research, biology, data mining and engineering design, can be formulated as optimization problems with one or more objective functions subject to some constraints. Due to the importance of solving these problems, researchers and practitioners have proposed exact methods. However, as they usually encounter many challenges, such as (1) requiring specific mathematical properties, such as convexity, continuity and differentiability, to be used; and/or (2) maybe needing the problem to be simplified by making various assumptions for the convenience of mathematical modeling [1], their use in the majority of real-world cases is unverified. For these reasons, many evolutionary algorithms (EAs) have been proposed and implemented in order to tackle real-world optimization problems. However, although they do not require specific mathematical properties to be satisfied, are flexible to dynamic changes, can handle evaluating each solution in parallel, have the capability for self-organization and are more broadly applicable in practice, there is no guarantee that they can reach an optimal solution and the quality of their solutions depends on their parameter settings. Indeed, selecting an appropriate algorithm for solving an optimization problem is not an easy task.

The family of EAs contains various algorithms, such as DE [2], genetic algorithms (GAs) [3] and evolution strategy (ES) [4], with the major difference among them the ways in which they produce new solutions. Of EAs, DE has gained popularity for solving continuous optimization problems [5][6]. However, there is no guarantee that a DE algorithm, which performs well for one or a certain class of problems will work well for another or a range of problems. One reason for this is the variability of the underlying mathematical properties of optimization problems.

To overcome this limitation, multi-methods and/or multioperator algorithms, in which more than one algorithm and/or search operator are used in a single framework with a mechanism for emphasizing the best-performing one during the search process [7], [8], have been developed. In the literature, there are different categories of these methods, such as ensemble-based [9][10], hyper-heuristics [11], mutli-methods [12][13], multi-operators [7] and heterogeneous [14] approaches. They all consist of a pool of different algorithms and/or operators, and use a selection mechanism to emphasize the best-performing algorithm and/or operator during the search process based on different criteria, such as a reinforcement learning mechanism [15][16], improvement in the solution quality and/or constraint violations and/or feasibility rate [8], and convergence differences and progress ratios [17].

However, determining a way of combining these operators and/or methods is still challenging. Also, utilizing a problem’s landscape to design an efficient selection mechanism has not been comprehensively explored. Although it has been noted that the pool of operators is always fixed during the evolutionary process, this may lead to consuming too much computational effort because of poorly performing DE operators. Therefore, in this paper, we investigate using landscape metrics to obtain information about the characteristics of problems, such as modality, separability, etc., and place emphasis on better-performing DE operators, and changing the pool of DE operators based on the optimization phase.

Consequently, a novel two-phase multi-operator DE with a landscape selection mechanism, referred to as TP-MODE, is proposed in this paper. In TP-MODE the whole evolutionary process is divided into two phases based on the number
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of fitness evaluations. In the first, a group of DE mutation strategies which have the capability to maintain diversity are chosen to generate trial vectors and, in the latter, other DE mutation strategies characterized by their ability to converge fast are chosen to produce offspring. Simultaneously, a landscape metric is used to place more emphasis on the best-performing operator in each phase. TP-MODE is tested on 22 benchmark test functions taken from the IEEE CEC2011 competition for solving real-world applications [18]. The experimental results imply that the performance of TP-MODE is better than those of four other state-of-the-art DE variants.

The rest of this paper is organized as follows: in Section II, a review of DE algorithms and operators, and some landscape measures is presented. Section III describes the proposed framework; the simulation results for the benchmark problems and values of the parameters are provided in Section IV; and finally, Section V discusses the conclusions drawn from this study and possible future research directions.

II. DE AND THE RELATED WORK

In this section, a literature review of DE and the concept of landscape analysis are discussed.

A. DE algorithm

Generally speaking, DE algorithm has shown good performance for solving optimization problems. It has three main operations (mutation, crossover, and selection) to evolve a population of individuals during the search process. DE starts with a uniform random population, such that

\[ \overrightarrow{X}_{i,G} = x_{i,G}^{\min} + (x_{i,G}^{\max} - x_{i,G}^{\min}) \times \text{rand}(1, D) \]  (1)

where \( i \in NP, j = 1, 2, ..., D, NP \) is the number of individuals, \( D \) the dimension of the problem and \( \text{rand} \) a random real number uniformly generated between 0 and 1, and \( G \) the generation number.

1) mutation: Before the mutation operator is applied, every vector \( \overrightarrow{X}_{i,G} \) in the population is considered a parent vector (target vector), and corresponding to each parent vector, a mutant vector \( \overrightarrow{V}_{i,G} = (v_{i,G}^{1}, v_{i,G}^{2}, ..., v_{i,G}^{D}) \) is produced by the weighted difference between two random vectors to a third vector (the base vector) from the current population (\( D \) is the number of decision variables), such that

\[ \overrightarrow{V}_{i,G} = \overrightarrow{X}_{i,G} + F \times (\overrightarrow{X}_{j,G} - \overrightarrow{X}_{k,G}) \]  (2)

where \( r_{1} \neq r_{2} \neq r_{3} \) are random integer numbers selected from the range \([1, NP]\), which are all different from the index \( i \), the scaling factor \( F \) is the control parameter for scaling the difference vectors and \( G \) the generation number.

2) crossover: Following the mutation operation, a trial vector \( \overrightarrow{U}_{i,G} = \{u_{i,G}^{1}, u_{i,G}^{2}, ..., u_{i,G}^{D}\} \) is produced by crossing a parent vector and its corresponding trial vector, such that

\[ u_{i,G}^{j} = \begin{cases} u_{i,G}^{j} & \text{if } (\text{rand}(0, 1) \leq CR) \text{ or } (j = j_{\text{rand}}) \\ x_{i,G}^{j} & \text{otherwise} \end{cases} \]  (3)

where \( \text{rand}(0, 1) \) a random real number uniformly generated between 0 and 1, \( CR \) the crossover control parameter and \( j_{\text{rand}} \in \{1, 2, ..., D\} \) a randomly chosen index which ensures that the trial vector, \( \overrightarrow{U}_{i,G} \) obtains at least one element from the mutant vector, \( \overrightarrow{V}_{i,G} \).

3) selection: To decide whether parent \( \overrightarrow{X}_{i,G} \) or child \( \overrightarrow{U}_{i,G} \) vectors survive to the next generation a selection operation is employed. This operation is performed using

\[ \overrightarrow{X}_{i,G+1} = \begin{cases} \overrightarrow{U}_{i,G} & \text{if } f(\overrightarrow{U}_{i,G}) \leq f(\overrightarrow{X}_{i,G}) \\ \overrightarrow{X}_{i,G} & \text{otherwise} \end{cases} \]  (4)

where \( f(\overrightarrow{U}_{i,G}) \) and \( f(\overrightarrow{X}_{i,G}) \) are the objective functions of the child and parent, respectively. Similar to other EAs algorithms, DE repeats the aforementioned steps, generation after generation, to evolve its population of solutions until some specific termination condition is met.

B. Improved DE Algorithms

In this section, commonly used improved variants of DE are discussed.

As mentioned earlier, in DE the quality of the obtained solutions depends on its parameter (population size \( NP \), crossover rate \( CR \), and scaling factor \( F \) ) settings. Thus, in the literature there are some different adaptation schemes that have been proposed, and we will review some of them in this section.

A fuzzy adaptive DE algorithm (FADE), in which fuzzy logic controllers were used to adapt the parameters \( F \) and \( CR \), was proposed by Liu and Lampinen [19]. An adaptive DE algorithm (ADE) was proposed by Zaharie and Daniela [20], in which \( F \) and \( CR \) were adapted with regard to population diversity. A self-adaptive (jDE) strategy to adapt the \( F \) and \( CR \) values of the DE algorithm, was proposed by Brest et al. [21]. In jDE, both \( F \) and \( CR \) are also encoded into the individuals and their values survive to the next generation with a particular probability, \( \tau_{1} \) and \( \tau_{2} \), and otherwise, \( F \) and \( CR \) values are randomly re-initialized to new values within the given range for the next generation [22]. An adaptive DE algorithm with an optional external memory (JADE) was proposed by Zhang et al. [23], in which the control parameters \( CR \) and \( F \) of each individual were automatically updated according to previously successful experiences. Also, it implements a “DE/current-to-pbest” mutation strategy, with an external archive, which some of the good solutions are stored on it to avoid premature convergence and also diversify the population. Tanabe and Fukunaga [24] introduced success-history based parameter adaptation for differential evolution (SHADE), which is an improved version of JADE, uses a history based parameter adaptation method. The L-SHADE [25]
algorithm is a SHADE algorithm that uses linear population size reduction (LPSR) to dynamically re-size the population during a run. LPSR reduces the population linearly as the number of fitness evaluations increases. L-SHADE showed good performance, in comparison with other algorithm over a set of unconstrained optimization problems. A new Sinusoidal DE (SinDE), in which new sinusoidal formulas was used to automatically adjust the values of $F$ and $CR$, was proposed by Draa et al. [26]. It was claimed by the author that, SinDE especially gives good results for multi-modal and composition functions. To dynamically select the a best compromise of parameters (i.e. $F$, $CR$ and $NP$) for solving a specific problem in each run, Sarker et al. [27] designed a new mechanism to do it. The experimental results demonstrated its superior performance over the state-of-the-art DE variants.

To follow our discussion about DE algorithms and as mentioned earlier that no single DE algorithm was able to solve all kind of optimization problems, a considerable number of DE algorithms, which uses more than one mutation strategy or incorporated with other algorithms, have been proposed to solve this drawback and here we will review some of them.

Sallam et. al [5] proposed a neuro-dynamic differential evolution algorithm for solving CEC2015 single objective optimization problems. An adaptive mechanism was proposed for the appropriate use of L-SHADE and neuro-dynamic during the search process. A self-adaptive DE (SaDE) was proposed by Qin et al. [28] for solving unconstrained real-parameter optimization. In SaDE, both the trial vector generation strategy and its associated control parameter values, were gradually self-adapted by learning from their previous search experience. A composite DE (CoDE) was proposed by Wang et al. [29] for solving optimization problems. It uses three mutation strategies randomly with three fixed control parameter settings for generating a new trial vector at each generation. To generate a new solution, three vectors were generated, then the best one among them was selected to enter the next generation. From the experimental results, it was concluded that CoDE is a promising optimization algorithm for solving optimization problems. A self adaptive multi-operator differential evolution (SAMO-DE), for solving constrained optimization problems, was proposed by Elsayed et al. [8]. In SAMO-DE, each operator had its own sub-population which was evolved by a different DE operator. Based on an improvement measure in which the solution quality, constraint violation and feasibility ratio were used to calculate the success of each operator, the number of individuals in each sub-population was adaptively updated and more emphasis was given to the operator with the highest success. The results showed that SAMO-DE performed better than other-state-of-the-art algorithms. Using a mix of four different DE mutation strategies, two crossover operators and two constraint handling techniques for constrained optimization problems was proposed by Elsayed et al. [30]. The experimental results show that the proposed algorithm is better than other state-of-the-art algorithms. Mallipeddi et al. [9] designed the ensemble differential evolution algorithms (EPSDE). In these algorithms, a pool of distinct DE mutation strategies, crossover strategies and a pool of associated values for the control parameters not only coexist throughout the evolutionary process, but also compete with each other to produce offspring. All of the above mentioned methods did not incorporate any landscape information in the selection phase. For more information regarding DE algorithms, readers are refered to [31] [32].

In the recent past, researchers and practitioners have used fitness landscape to determine and select an appropriate algorithm or operator for solving optimization problems. In [33], the authors suggested using a cost sensitive learning model to select the best algorithm amongst a set of four algorithms. The four algorithms were selected manually from the algorithms solving Black-Box Optimization Benchmarking (BBOB) in 2009 and 2010 [34][35]. The functions in 10D were characterized using 19 measurements extracted by the exploratory landscape analysis (ELA) technique. In their work, low-level features [36] were obtained by systematic sampling of the functions on the search space. Then separability, modality, and global structures of the optimization problem were measured as the first step to characterize the landscape (this step was done offline). Next, a machine learning model was constructed to select the best algorithm from the portfolio. Based on two different cross validation schemes, the model was validated. However, the results may not be general for a knowledge base with problems of different dimensionality such as 2D, 3D, 5D, and 20D. Also, because the low level features were extracted in a different step, the authors did not add the computational cost for calculating the features to the function evaluations. Further, as the selection of the four algorithms was done manually, this weakened its validation on unobserved problems. In [37], decision trees were employed to predict the failure of seven different particle swarm optimization algorithms (PSO), by using a number of fitness landscape metrics. In [38], an adaptive operator selection mechanism, based on a set of four fitness landscape analysis techniques, was used to train an online regression learning model (dynamic weighted majority), which was used to predict the weight of each operator in each generation. Their proposed mechanism was used to determine the most suitable crossover operator, among four crossover operators, to solve a set of Capacitated Arc Routing Problem (CARP) instances. The authors used instantaneous reward, in which the reward was considered as the value computed at the last evaluation. In comparison with some of the-state-of-the-art algorithms, the algorithm did not show significant benefit.

III. TWO-PHASE MULTI-OPERATOR DE

In this section, the two-phase multi-operator DE with a landscape selection mechanism is presented.

A. TP-MODE

In designing the proposed algorithm, two considerations taken into account are that, (1) as no single mutation strategy might be able to solve all kinds of problems, it is beneficial to use a multi-operator [8], [13], and (2) the new algorithm
should exhibit an exploration capability in the early phase of the evolution and fast convergence in a later one.

The framework of TP-MODE is presented in Algorithm 1. Generally speaking, the entire evolutionary process is divided into two phases, exploration and exploitation. In the first, TP-MODE focuses on improving its exploration by using two DE mutation strategies which maintain diversity and, in the second, two other DE strategies which can converge quickly are used. Initially, $NP$ individuals are randomly generated by equation 15. Subsequently, based on the type of phase, two mutation strategies, in which each operator is randomly assigned the same number of individuals ($n_{op}$, $\forall op = \{1, 2\}$), are implemented. Then, a new solution is generated using its assigned DE variant and evaluated according to the fitness function value. If it is better than its parent, it survives to the next generation; otherwise its parent is retained for the next generation. At the same time, two landscape metrics (the information landscape negative searchability metric/searchability indicator (SI), fitness distance correlation (FDC)) and one performance measure (success rate (SR)) are calculated for each operator, with the overall normalized measure computed from these values using equation (13) based on which, $n_{op}, \forall op = \{1, 2\}$ is updated. As this process may abandon certain operators which could be useful in later stages of the evolutionary process, we set a minimum number of individuals for each operator. The above process is repeated until the maximum number of fitness function evaluations ($MAX_{FES}$) is reached. In this paper, the algorithm switches from the evolutionary process, we set a minimum number of individuals ($n_{op}$) is defined as the number of successful offspring generated by a search operator ($op$), divided by the number of individuals assigned to $op$ as:

$$SR_{op} = \frac{\text{Number of successful offsprings}}{n_{op}}, \forall op = \{1, 2\}$$ \hspace{1cm} (5)

Then, the normalized value for the $SR$ is calculated:

$$NM_{SR_{op}} = \frac{\overline{SR}_{op}}{\sum_{op=1}^{m} SR_{op}}$$ \hspace{1cm} (6)

where $\overline{SR}_{op}$ is the mean value of the SR of operator $op$.

- **SI**

The searchability of the algorithm, which is the capability of its search operator to move to a region of the search space with a better fitness value, is measured by computing an information landscape metric based on the difference between the information landscape vector of the problem to be solved and a reference landscape vector. The reference landscape is the landscape of a function that can be easily optimized by any optimization algorithm in any dimension [40] and the reference function $f_{ref}(\overline{x})$ is determined using:

$$f_{ref}(\overline{x}) = \sum_{j=1}^{D} (x_j - x_j^*)^2$$ \hspace{1cm} (7)

where $\overline{x}_i^*$ is the best individual in the sample.

An information matrix for a minimization problem $M = [a_{i,j}]$ is constructed using:

$$a_{i,j} = \begin{cases} 1 & \text{if } f(x_i) < f(x_j) \\ 0.5 & \text{if } f(x_i) = f(x_j) \\ 0 & \text{otherwise} \end{cases}$$ \hspace{1cm} (8)

Not all the entries in the information landscape are required to define it [40] [41]. There are duplicates in the entries due to symmetry (the lower triangle should be omitted), the entries on the diagonal are always 0.5 (and should be omitted), and the row and column of the optimum solution should also be omitted. Therefore, the information matrix can be reduced to a vector $LS = (ls_1, ls_2, ..., ls_{|LS|})$, where the number of elements in $LS$ is: $|LS| = \frac{(NP-1) \times (NP-2)}{2}$.

After constructing the landscape vector of the problem to be optimized ($LS_f$) and the vector landscape of the reference function ($LS_{ref}$), the SI is computed as:

$$LD_{op} = \frac{1}{|LS_f|} \times \sum_{i=1}^{|LS_f|} |ls_{1i} - ls_{2i}|$$ \hspace{1cm} (9)

When $LD$ is close to 0, the problem is considered easy and difficult when $LD$ is close to 1. The normalized value for the $LD$ is then calculated as:

$$NM_{LD_{op}} = \frac{(1 - M_{LD_{op}})}{\sum_{op=1}^{m}(1 - M_{LD_{op}})}$$ \hspace{1cm} (10)

where $M_{LD_{op}}$ is the mean value of information landscape.

- **FDC**

The FDC, which was proposed by Jones and Forrest [42] and measures the correlation between the objective value
and distance to the nearest optimum in the search domain is another method to determine a problem’s difficulty [43]. Given a set of solutions \( X = \{ x_1, x_2, \ldots, x_{NP} \} \) and their objective function values \( F = \{ f_1, f_2, \ldots, f_{NP} \} \), the FDC value is computed by:

\[
FDC_{op} = \frac{\sum_{i=1}^{NP} (f_i - \bar{f})_o \times (d_i - \bar{d})_o}{n \times (\sigma_f \times \sigma_d)_o}
\]

(11)

where \( d_i \) is the distance between the \( i^{th} \) individual and the best solution in the population, \( \bar{f}, \bar{d}, \sigma_f, \) and \( \sigma_d \) are the mean and standard deviations of fitness function and distance, respectively.

For a minimization problem, a value of \( FDC_{op} \) closes to 1 means that the problem is relatively easy, and one near 0 that it is difficult.

The normalized FDC \( NM_{FDC} \) is calculated using equation by:

\[
NM_{FDC_{op}} = \frac{FDC_{op}}{\sum_{op=1}^{m} FDC_{op}}
\]

(12)

where the \( FDC_{op} \) is the mean value of FDC of operator \( op \).

Subsequently, the overall normalized value for each operator is computed using:

\[
OM_{op,G} = \frac{N_{MR_{op}} + N_{MLD_{op}} + N_{MFDC_{op}}}{\sum_{op=1}^{m} (N_{MR_{op}} + N_{MLD_{op}} + N_{MFDC_{op}})}
\]

(13)

After determining the overall normalized value for each operator, the number of individuals for each operator in each generation, is calculated by:

\[
n_{op,G} = MSS + \frac{OM_{op,G}}{\sum_{op=1}^{m} OM_{op,G}} \times (NP - MSS \times m)
\]

(14)

where \( n_{op,G} \) is the number of individuals operator \( op \) will evolve at generation \( G \), \( MSS \) is the minimum number of individuals for operator \( op \) at generation \( G \).

3) Population Initialization and Updating Method: In the initialization phase, the Latin Hypercube Design, which is a type of stratified sampling, is used to generate the initial population because of its capability to generate a sample of points that more efficiently covers the whole search region.

The initialization is performed using:

\[
x_{i,j} = x_{i}^{min} + (x_{i}^{max} - x_{i}^{min}) \times lhd(1, NP)
\]

(15)

where \( lhd \) is a function that generates random numbers using the Latin Hypercube Design.

Moreover, a linear population size reduction schema is used to adaptively re-size the \( NP \) during the evolutionary process [25], as follows:

\[
NP_{t+1} = \text{round}([N_{P_{\text{min}}} - N_{P_{\text{init}}} \times \text{FES} + N_{P_{\text{init}}}] / (\text{MAX}_{FES} \times \text{FES})]
\]

(16)

where \( N_{P_{\text{min}}} \) is the smallest number of individuals that the proposed algorithm can use. \( \text{FES} \) is the current number of fitness evaluations, \( \text{MAX}_{FES} \) is the maximum number of fitness evaluations.

4) Managing \( F \) and \( CR \): As it is a fact that the performance of the DE algorithm is affected by the values of the control parameters \( F \) and \( CR \) in each phase [44] [45], we use a different adaptation mechanism for their values. In the first, the mechanism proposed by Elsayed et al. [46] is adopted as it has shown its capability to maintain diversity.

Initially, for each individual in the population, two sets of control parameters, \( F \in (0.5, 15) \) and \( CR \in (0.5, 0.15) \), are generated using a Gaussian distribution with mean and standard deviation values of 0.5 and 0.15, respectively. Then, as in [7], to generate new offspring, \( F \) and \( CR \) are calculated, respectively:

\[
F = F_{r1} + N(0, 0.5) \times (F_{r2} - F_{r3}) + N(0, 0.5)
\]

\[
(F_{r4} - F_{r5}) + N(0, 0.5) \times (F_{r6} - F_{r7})
\]

(17)

\[
CR = CR_{r1} + N(0, 0.5) \times (CR_{r2} - CR_{r3}) + N(0, 0.5)
\]

\[
(CR_{r4} - CR_{r5}) + N(0, 0.5) \times (CR_{r6} - CR_{r7})
\]

(18)

where \( r_1 \neq r_2 \neq r_3 \neq r_4 \neq r_5 \neq r_6 \neq r_7 \) are random integer numbers selected from the range [1, \( NP \)].

If the value of \( F \) is less than 0.1 or larger than 1, it is truncated to 0.1 and 1, respectively, while if the value of \( CR \) is less than 0.01 or larger than 1, it is truncated to 0.01 and 1, respectively.

In the second phase, inspired by [47], a scaling factor pool (i.e., \( F_{pool} = [0.6, 0.8, 1.0] \)) and a crossover control parameter pool (i.e., \( CR_{pool} = [0.1, 0.2, 1.0] \)) are established in DE. Then, at each generation, \( F \) and \( CR \) are randomly chosen from \( F_{pool} \) and \( CR_{pool} \), respectively.

IV. Experimental results

In this section, the performances of the proposed algorithm for solving a benchmark test set of 22 problems taken from the CEC2011 competition considering real-world applications is discussed [18]. The proposed algorithm was run following the guidelines of the competition that required 25 independent runs for each test problem with up to \( \text{FES}_{MAX} = 150,000 \) fitness evaluations. It was coded using Matlab R2014a and run on a PC with a 3.4 GHz Core I7, 16 GB RAM, and windows 7.
Algorithm 1 Proposed framework

1: Generate an initial population \( (X) \) of size \( NP \) using Latin Hypercube Design; \( FES \leftarrow 0; \)
2: Evaluate \( X; \)
3: \( FES \leftarrow FES + NP; \)
4: \( n_{op_1} = n_{op_2} = \frac{NP}{2}; \)
5: while \( FES \leq MAX_{FES} \) do
6: if \( FES \leq \) limit then
7: \{Phase1\}
8: Set operators \( op_1 = DE/\phi_{best}/1; \) \( op_2 = DE/\phi_{best}/1; \)
9: Calculate \( F \) and \( CR \) using equations (17), and (18);
10: else
11: \{Phase2\}
12: Set operators \( op_1 = DE/current – to – \phi_{best}/1/Archive; \) \( op_2 = DE/\phi_{best}/1; \)
13: Calculate control parameters \( F \) and \( CR \) as in the last paragraph of Sec III-A4 ;
14: end if
15: Evolve individuals using its assigned operators \( op; \)
16: Compute \( NMS_{op_1}, \) \( NMLD_{op_1}, \) and \( NM_{FDC_{op_1}} \) using equations (6), (10), and (11);
17: Update \( n_{op_1} \) and \( n_{op_2} \) using equation (14);
18: \( FES \leftarrow FES + NP; \)
19: if \( FES <= \) limit then
20: \( n_{op_1} = n_{op_2} = \frac{NP}{2}; \)
21: end if
22: Update the \( NP \) using equation (16);
23: end while

A. Algorithm Parameters and Operators

The default values of \( NP^{init} \) of 200 and \( NP^{min} \) of 10 were set based on our empirical analysis, with \( \phi \) set at a value of 0.6 for \( DE/\phi_{best}/1 \) to maintain diversity, and 0.1 for the other two variants, to speed up the convergence rate. For \( DE/current-to-\phi_{best}/1/bin/with archive \) the archive rate \( (A) \) was set at a value of 1.4, \( limit \) the maximum limit for running phase 1, after which phase two started, and set at a value of \( \frac{FES_{MAX}}{3} \) was set based on our empirical analysis and this parameter was fixed for all problems.

B. Detailed Results of proposed algorithm

The detailed results (best, worst, median, average, and standard deviation (Std.)) are shown in Table I. The performance of TP-MODE was compared with those of three algorithms, GA-MPC [48] (the winner of the CEC2011 competition), SAMO-DE [7], an ensemble DE algorithm (EPSDE) [9], that uses different strategies, and SHADE [24]. All Algorithms used the same stopping criteria; i.e., 150,000 fitness function evaluations.

Table II presents the best, mean and standard deviation values of these algorithms. Based on the best fitness values obtained, TP-MODE was better than GA-MPC, SAMO-DE and EPSDE for 7, 12 and 14 problems, respectively, and the same for 9, 7 and 3, respectively. Regarding the average fitness values, TP-MODE was superior to GA-MPC, SAMO-DE and EPSDE for 10, 15 and 15 problems, respectively, obtained the same mean results for only 4, 3 and 2, respectively, and was inferior for 8, 4 and 5, respectively.

As it is also possible to study the statistical difference between any two algorithms using a non-parametric test, the Wilcoxon Signed Rank Test [49] was performed, with the results regarding the best and average fitness values presented in Table III. As a null hypothesis, it was assumed that there was no significant difference between the best and/or mean values of two samples while the alternative hypothesis was that there was a significant difference at a 10% significance level. Based on the test results, we assigned one of three signs (+, −, and ≈) for the comparison of any two algorithms (shown in the last column), where the “+” sign means the first algorithm was significantly better than the second, the “−” sign means that the first algorithm was significantly worse, and the “≈” sign means that there was no significant difference between them. It is clear that, from Table III that TP-MODE was superior to GA-MPC, SAMO-DE, EPSDE, and SHADE in terms of the average results and very competitive with them regarding the best.

Finally, the Friedman Test was conducted to rank all algorithms, with the results shown in Table IV in which it is clear that TP-MODE was superior to the other three algorithms regarding both the best and average fitness results, followed by GA-MPC, SHADE, EPSDE and SAMODE, respectively.

V. CONCLUSION AND FUTURE WORK

In this study, a new multi-operator DE algorithm for solving real-world application problems was proposed. It focused on diversity without losing convergence through dividing the whole search process into two phases, with two DE mutation operators used in each phase to achieve the aim of the corresponding phase. Furthermore, a new measure based on the quality of solutions and characteristics of the landscape was used to emphasize the best-performing operator in each phase. The performance of the proposed algorithm was tested on 22 real-world application problems taken from the CEC2011 competition, with the results demonstrating its superiority over three other state-of-the-art algorithms.

Possible extensions of this work include obtaining a dynamic balance between convergence and diversity, and analyzing each component in the algorithm’s design. Also, using more than one EA may be of great interest.
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Table I
THE FUNCTION VALUES OBTAINED BY TP-MODE OVER 25 RUNS AND 150000 FITNESS FUNCTION EVALUATIONS

<table>
<thead>
<tr>
<th>Problems</th>
<th>Best</th>
<th>Worst</th>
<th>Median</th>
<th>Mean</th>
<th>Std.</th>
</tr>
</thead>
<tbody>
<tr>
<td>P01</td>
<td>0.000000E+00</td>
<td>0.000000E+00</td>
<td>0.000000E+00</td>
<td>0.000000E+00</td>
<td>0.000000E+00</td>
</tr>
<tr>
<td>P02</td>
<td>-2.842253E+01</td>
<td>-2.163764E+01</td>
<td>-2.589359E+01</td>
<td>-2.573171E+00</td>
<td>1.594532E+00</td>
</tr>
<tr>
<td>P03</td>
<td>1.151489E-05</td>
<td>1.151489E-05</td>
<td>1.151489E-05</td>
<td>1.151489E-05</td>
<td>0.000000E+00</td>
</tr>
<tr>
<td>P04</td>
<td>0.000000E+00</td>
<td>0.000000E+00</td>
<td>0.000000E+00</td>
<td>0.000000E+00</td>
<td>0.000000E+00</td>
</tr>
<tr>
<td>P05.1</td>
<td>-3.685557E+01</td>
<td>-3.165059E+01</td>
<td>-3.496588E+01</td>
<td>-3.463468E+01</td>
<td>1.119970E+01</td>
</tr>
<tr>
<td>P05.2</td>
<td>-2.916612E+00</td>
<td>-2.300458E+00</td>
<td>-2.916612E+00</td>
<td>-2.820799E+00</td>
<td>1.385134E+00</td>
</tr>
<tr>
<td>P06</td>
<td>5.000000E-01</td>
<td>1.096765E+00</td>
<td>7.510147E-01</td>
<td>7.690133E-01</td>
<td>1.655761E-01</td>
</tr>
<tr>
<td>P07</td>
<td>2.200000E+02</td>
<td>2.200000E+02</td>
<td>2.200000E+02</td>
<td>2.200000E+02</td>
<td>0.000000E+00</td>
</tr>
<tr>
<td>P08</td>
<td>1.628837E+03</td>
<td>3.059153E+03</td>
<td>2.442968E+03</td>
<td>2.435616E+03</td>
<td>3.755708E+02</td>
</tr>
<tr>
<td>P09</td>
<td>-2.184235E+01</td>
<td>-2.164293E+01</td>
<td>-2.164293E+01</td>
<td>-2.164293E+01</td>
<td>5.411104E+02</td>
</tr>
<tr>
<td>P10.1</td>
<td>5.116130E+04</td>
<td>5.247562E+04</td>
<td>5.157526E+04</td>
<td>5.180184E+04</td>
<td>3.431911E+02</td>
</tr>
<tr>
<td>P10.2</td>
<td>1.068335E+06</td>
<td>1.076211E+06</td>
<td>1.072735E+06</td>
<td>1.072583E+06</td>
<td>1.572728E+03</td>
</tr>
<tr>
<td>P11.1</td>
<td>1.544419E+04</td>
<td>1.544419E+04</td>
<td>1.544419E+04</td>
<td>1.544419E+04</td>
<td>1.897506E-05</td>
</tr>
<tr>
<td>P11.2</td>
<td>1.321505E-04</td>
<td>1.367068E+04</td>
<td>1.339030E+04</td>
<td>1.353478E+04</td>
<td>1.570295E+02</td>
</tr>
<tr>
<td>P11.3</td>
<td>3.271559E+04</td>
<td>3.278829E+04</td>
<td>3.276597E+04</td>
<td>3.276269E+04</td>
<td>1.931411E+01</td>
</tr>
<tr>
<td>P11.4</td>
<td>1.259621E+05</td>
<td>1.295060E+05</td>
<td>1.279397E+05</td>
<td>1.278757E+05</td>
<td>1.111803E+03</td>
</tr>
<tr>
<td>P11.5</td>
<td>1.881031E+06</td>
<td>1.941075E+06</td>
<td>1.913161E+06</td>
<td>1.913606E+06</td>
<td>1.427120E+04</td>
</tr>
<tr>
<td>P12.1</td>
<td>9.362562E+05</td>
<td>9.420340E+05</td>
<td>9.392626E+05</td>
<td>9.392934E+05</td>
<td>1.544130E+03</td>
</tr>
<tr>
<td>P12.3</td>
<td>9.362562E+05</td>
<td>9.420340E+05</td>
<td>9.392626E+05</td>
<td>9.392934E+05</td>
<td>1.544130E+03</td>
</tr>
<tr>
<td>P13</td>
<td>9.875190E+00</td>
<td>1.797197E+01</td>
<td>1.409832E+01</td>
<td>1.412086E+01</td>
<td>1.616013E+00</td>
</tr>
<tr>
<td>P14</td>
<td>8.593443E+00</td>
<td>1.877439E+01</td>
<td>9.827477E+00</td>
<td>1.147225E+01</td>
<td>3.270544E+00</td>
</tr>
</tbody>
</table>

Table II
THE FUNCTION VALUES ACHIVED BY TP-MODE, GA-MPC, SAMO-DE AND EPSDE OVER 25 RUNS AND 150000 FES

Table III
COMPARISON SUMMARY BETWEEN TP-MODE AND OTHER STATE-OF-THE-ART ALGORITHMS

Table IV
FRIEDMAN’S TEST RESULTS
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