FSS-OBOP: Feature subset selection guided by a bucket order consensus ranking
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Abstract—Several authors have ton the importance of aggre-
gating the results of different feature selection methods in
order to improve the solutions obtained. To the best of our
knowledge, the consensus rankings obtained in all of these
proposals do not allow that some variables are tied. This
paper studies the advantages of allowing ties in the consensus
ranking obtained from aggregating several features selection
methods. This implies that the consensus ranking is modeled as
the problem of obtaining the Optimal Bucket Order instead
of solving the Rank Aggregation Problem. In this paper we
propose a filter-wrapper algorithm, that we will call FSS-
OBOP, which uses a filter-based consensus ranking with ties
to guide the posterior wrapper phase. By using a benchmark
with 12 high-dimensional datasets, we show that allowing
ties in the consensus rankings leads to subsets that, when
used to induce a classifier, obtain at least the same, when
not better, accuracy. Furthermore, and what is actually more
significant, they reduce the number of wrapper evaluations
extraordinarily.

1. Introduction

Given a dataset with n predictive variables, attributes or
features X = {X1,..., X,,} and a discrete (nominal) target
variable known as class C, supervised classification consists
in the induction from the available data of a classifier or
function
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which generalizes well on unseen (new) data. Supervised
Feature Selection (SES) or Feature Subset Selection (FSS)
is the problem of selecting a subset S C X which will be
used to induce the classifier instead of X'. When n is large,
then |S| < |X|.

FSS is a very important problem in data mining and
pattern recognition because of the increasing size of the
attributes (variables) of databases [1], e.g. in biology [2].
FSS is also relevant since several studies have demonstrated
that a subset of features may produce more accurate pre-
dictive models than the entire set [3]. Furthermore, feature
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selection is convenient to simplify (in terms of time, space
and comprehensibility) the induced models [3].

In SES the information provided by the class variable
is used to guide the feature selection process. There are
two main schemes: filter and wrapper, although they can
be successfully combined in the so-called filter-wrapper
approach [4], [5]. In the univariate filter approach, the
predictive variables are scored according to their merit with
respect to the class. Thus, information, distance or error-
based measures are used, and then the variables are ranked
from best to worse score and the best k£ variables are
retained, k£ being a user-defined value. Multivariate filter
approaches are also available. They work by approximating
the merit of a subset by aggregating in some way the
merit of the pairs or triplets of variables it contains [6].
On the other hand, in the wrapper approach the merit of
a subset is directly assessed by inducing a classifier over
the selected subset and (cross)validating it. Obviously, both
approaches have their own (dis)advantages, mainly related
with CPU time and generalization capability. Finally, the
filter-wrapper approach arises as a combination that tries
to take advantage from the two base methods. It starts by
creating a ranking of variables by using univariate filter
criteria, and then runs over the (first £ < n) variables of
the ranking by scoring in a wrapper way the subsets formed
by the first r variables of the ranking (r = 1,...,k). In
the simplest filter-wrapper approach, it means to reduce
the number of induced/evaluated classifiers from polynomial
(> n?) to linear.

In this paper we focus on the univariate filter+wrapper
approach, but instead of using a single ranking we produce
a set of them by using re-sampling techniques. Then we
aggregate these sets of rankings into a single one, but with
the novelty of allowing ties in the obtained consensus, that
is, variables can be arranged in groups in such a way that
there is no preference among them. This bucket order-based
ranking will be used to guide the wrapper phase. As a result,
we expect to maintain or even increase the predictive power
of the obtained classifier; but, over all, what we pursue is
to reduce the number of (highly time consuming) wrapper
evaluations. Our expectations are corroborated by the experi-



ments carried out over 12 high-dimensional datasets, ranging
from 500 to more than 50000 variables.

The rest of the paper is organized as follows. Section 2
briefly recaps some of the proposals in the literature dealing
with rank aggregation-based FSS. Section 3 introduces the
optimal bucket order problem. In Section 4 we formally
present the FSS-OBOP algorithm, which is our proposal
to approach the FSS problem by using a bucket order-
based consensus ranking. In Section 5 we carry out an
extensive experimental comparison over a benchmark of
12 high-dimensional datasets and, finally, in Section 6 we
conclude and identify some possibilities to continue with
this research.

2. Related studies

Recently, researchers in FSS have considered the use
of a ranking of predictive variables which comes from
the aggregation of a set of different rankings of variables,
obtained by using different feature selection techniques of
different samples of the original dataset. In this section we
briefly review (classify) some of the works in this direction.

Several papers have been devoted to study the way in
which the ranking is made. Thus, in [7] permutations of the
most important variables (top-k lists) are aggregated, while
in [8] and [9] the aim of the study is to compare the mean
and the median as the criterion to be used in the aggregation
process. In [10] a more flexible approach is followed, by
allowing weighted input rankings and so using a weighted
rank aggregation method.

Regarding the algorithms used to carry out the aggrega-
tion process, heuristic and fast greedy methods like Borda
are mainly used [11]. However, in some papers more so-
phisticated search engines have been used, obtaining better
results but needing, by far, more CPU time. This is the
case of [12] and [13] where genetic algorithms are used
to guide the search, or [14] where a Markov chain-based
rank aggregation algorithm is applied.

With a different goal, several papers have devoted their
effort to study the effect that the use of a consensus or
aggregated ranking has in terms of stability and robustness.
For example, [15], [16], [17], [18] claim that the use of
a consensus ranking reduces the unstability of the selected
subset with respect to sampling variations. The robustness
against small variations in the scores used to construct the
original rankings is analyzed in [3], [19], concluding that
the consensus ranking is a more robust approach.

With respect to applications, consensus based feature
selection has been applied to different real world problems:
medical data [20], credit scoring [21], micro-array data [22],
text sentiment classification [13], mass spectometry data
[16], etc.

Finally, it is interesting to remark that in many of the
previous papers, it is explicitly stated that ties in the final
ranking could be of interest, but in practice they are resolved
randomly if necessary. In this paper, we focus our study on
filling this gap.

3. The optimal bucket order problem

In all the papers cited in the previous section, the goal
of the aggregation is to obtain a ranking without ties, that
is, a strict preference relation is defined over all the items
(features) appearing in the ranking. Therefore, the problem
approached is the one known as the Rank Aggregation
Problem (RAP) [23]. Basically, the RAP can be defined as
follows (see e.g. [24] for the details):

o Let [[n]] be a set of items.

e Let ¥ = {o7,...,0,} be a set of rankings, o;
establishing a preference order for a subset [[m;]]
of [n]],i=1,...,r.

o The solution to the RAP is the consensus ranking
o, Which is a permutation of (all) the elements in
[n]] (or complete ranking without ties).

e M is computed as the permutation having the small-
est average distance to the rankings in 3. Usually,
the distance measures the number of disagreements
between two given rankings.

If all the rankings in ¥ are permutations of the elements
in [[n]], then the problem is known as the Kemeny Problem
(KP) [25] and the Kendall distance is used as measure. If
the rankings in ¥ can be incomplete and/or have ties, then
we are in the general setting or RAP, and a generalized
Kendall distance is used as measure [26]. Both problems are
NP-complete and usually tackled by using greedy heuristic
algorithms [24], [27].

Although RAP has more degrees of freedom regarding
the type of rankings in the input, both problems, KP and
RAP, require to obtain a permutation as output. In this paper
we argue in favor of allowing ties in the obtained consensus
ranking. To the best of our knowledge, this constitute a novel
approach to deal with the FSS problem. In feature selection,
allowing ties may be convenient because of the following
reasons:

« Semantics. Suppose we use several methods and
obtain different rankings for a subset of variables':
{1]2]3|4, 2|1|3|4, 1]2|4|3, 2|1|4|3}. Then, if we want
to aggregate them into a consensus one, it is obvious
that all of them agree in that ¢ is better that j for
i €{1,2} and j € {3,4}, but there is no consensus
with respect to the preference between 1 and 2,
and between 3 and 4. Hence, the most reasonable
solution in this case would be 1, 2|3, 4. However, by
applying RAP (KP in this case) this solution is not
allowed and the ties must be arbitrarily or randomly
broken.

o Coherence. Suppose that in all the obtained rankings
1 and 2 are tied, that is, no preference relation
between them is expressed. Even in this case, where
there is no doubt, the algorithm solving RAP must
break the tie in order to fulfill the requirements of
RAP.

1. Items between vertical bars are equally preferred or tied;a|b means
that a is preferred to b.



o Computational advantages. If we take the ranking
to guide an ulterior wrapper FSS stage, then, as we
will detail in Section 4, the presence of ties in the
resulting ranking will reduce the number of wrapper
evaluations.

To allow ties in the solution we rely on a different
approach to aggregate the rankings: the Optimal Bucket
Order Problem (OBOP) [28], where a bucket is a set of
items that are tied. The output of the OBOP is a bucket
order, instead of a strict preference ordering or permutation.

Next we formally introduce the OBOP, but adapting the
presentation to the FSS problem, e.g. we talk of features
instead of items, etc.

o Given a set of features [[n]] = {1, ...,n}, a bucket or-
der B is an ordered partition of [[n]] [28], [29]. More
precisely, it is a linear ordering of disjoint subsets
(buckets) B1, Bs, ..., By of [[n]], 1 < k < n, with
Uk, B; = [In]].

o Given two buckets B;, B; in B, we will write B; <g
B; to indicate that B; precedes B; according to the
bucket order B. Analogously, given two features u €
B;,v € Bj, we will write v < v if B; <5 B;.
All the features that belong to the same bucket are
considered tied. Thus, if u,v are tied regarding B,
we will write u ~p v.

e Associated to a bucket order 5 we will consider its
associated bucket matrix B [28], which is the square
matrix n X n such that B(u,v) = 1 if u <5 v,
B(u,v) =0ifv <p wand B(u,v) =0.5if u ~p v.
In particular, all the entries in the main diagonal
of B are equal to 0.5 and B(u,v) + B(v,u) = 1
for all u,v € [[n]], u # v. Alternatively, we will
write u <p v, v <p u and u ~p v to express
that B(u,v) = 1, B(u,v) = 0 and B(u,v) = 0.5,
respectively.

o A pair order matrix M of dimension n X n is a
matrix with entries in the interval [0,1] and such
that M (u,v) + M(v,u) = 1 for whichever u,v €
([n]], v # v, and M (u,u) = 0.5 for all u € [[n]].
Usually M (u, v) is interpreted as the probability that
the feature u precedes the feature v regarding a given
set of rankings.

o Given a pair order matrix M, the OBOP consists in
finding a bucket matrix B n x n (that represents a
bucket order) which minimizes

D(B,M) = |B(u,v) — M(u,v)|. (1)

Since any solution of RAP is in the space of solutions
of OBOP, OBOP can be considered as a generalization of
RAP, and it is also NP-complete [29].

In [29] the Bucket Pivot Algorithm (BPA) was introduced
to tackle with the OBOP and an approximation study of
its performance was presented in [28]. BPA is a recursive
algorithm that works similarly to the quicksort algorithm. It
picks a pivot at random and then places the other features
(items) before, after or in the same bucket as the pivot

according to the value in the pair order matrix M. In
particular, given a parameter 3 € [0,0.5], we put a feature
u before the feature-pivot p if M (p,u) < 0.5 — 3, we put a
feature u after the feature-pivot p if M (p,u) > 0.5+ 3, and
in the same bucket as p otherwise. Then, recursive calls are
carried out for the lists before and after.

4. FSS based on the consensus bucket order

As mentioned in the introduction, perhaps the simplest
filter-based feature selection method consists in the ap-
plication of an evaluator eval(f;,C) which measures the
discriminative power of feature f; with respect to the class C
in some way. Then, a ranker is used as search method, which
simply sorts the features according to their eval(-, C') value.
Finally, only the first k£ features in the rank are retained
to induce the classifier. This method has the advantage of
being computationally efficient, as only n filter evaluations
are needed. However, it has two important drawbacks: (1) it
does not consider interactions between the features; and (2)
the value of k£ must be manually set, with the risk of being
too small or too big.

A potential solution to the aforementioned problems is
to use the filter-wrapper approach. In this approach, first a
ranking is obtained, which is later refined by using wrapper
evaluations. Thus, the value of £ is less important and an
enoughly large value is selected, since it would be reduced
later in the wrapper phase. The wrapper process is guided
by the filter-based ranking, which leads to a reduction in
the number of wrapper evaluations in comparison to pure
wrapper methods. In this work we focus on the simplest
approach, which carries out k& wrapper evaluations exactly:

1) Let o = fi|fa|...|fr be the ranking obtained for
the best k features according to the filter measure.
2) Fori=1,...,k do
evaluate the subset S; = {f; : f; € o Aj < i}
in a wrapper way.
3) Return the subset .S; with the best evaluation score.

As have been pointed out in Section 2, dealing with
the aggregation of several rankings has some advantages
with respect to dealing with a single one, e.g. stability
and robustness against the small variations introduced by
the evaluation measures and the train/test partitions. In this
paper we advocate for the use of bucket orders instead of
strict preference orders. Some of the reasons have been
detailed in the previous section. Now we discuss on the
computational efficiency expected gain, which consists in
saving a considerably number of wrapper evaluations.

If we use a bucket order to guide the wrapper evaluation
process, all the features in the same bucket are equally
preferred, so there is no need to deal with them one by one.
Thus, instead of adding a single variable to the selected
subset at each iteration, we add in a single step all the
variables placed in the next bucket. For example, if the
obtained ranking (bucket order) is 1|2, 3|4, 5, 6|7, then only
4 subsets instead of 7 will be evaluated in the wrapper phase:
{1}, {1,2,3}, {1,2,3,4,5,6}, and {1,2,3,4,5,6,7}. As



wrapper evaluations mean to train and validate a classifier,
even many times depending on the validation carried out, the
process is computationally time demanding, and so reducing
the number of wrapper evaluations represents a great saving
in CPU time.

The proposed method is shown in Table 1. Now we
briefly explain it:

o Lines 1-5. Following the idea used in ensemble
theory [30], we draw b samples from D and compute
a ranking of size k for each one. As the k features
ranked in each o; can be different, the number of fea-
tures selected in at least one ranking, k* = |Ub_, o;],
is larger than k (usually, in practice k* > k).

e« Line 6. M, the square matrix of size k* x k*, is
constructed from ¥ = {o1,09,...,0p}. M(u,v) is
the proportion of rankings where u precedes v given
the number of rankings in ¥ where both features
appears.

o« Line 7. BPA is stochastic because of the random
selection of the pivot. We observed that the initial
pivot plays a major role in the final bucket order.
Thus, by BPA;; we refer to iterate BPA it times by
using different seeds, so that the best one is returned.
Two remarks must be done here: (1) BPA is very fast
O(k*log(k*)); and (2) the goodness of the bucket
order returned by each iteration of BPA is scored by
using the matrix C' and equation 1. Thus, this step
is independent of the size of the dataset.

 Line 8. The bucket order is truncated to its first &’
buckets. &’ is selected such that |U¥ 7' B;| < k and
| U§;1 Bi| > k.

e Lines 9-13. This is the wrapper phase guided by the

bucket order. k' wrapper evaluations are carried out,
each one using as input features the union of those
included in the first ¢ buckets, ¢ = 1,...,k". We
use accuracy as goodness score and each subset is
assessed by using a cross validation process (5cv in
our experiments) in order to prevent overfitting.
A particular situation arises in this phase. Usually
| UK., B;| > k, and therefore including all the
features in the last bucket means using more than k
features. For a fair comparison with the approaches
using rankings without ties, we only add to Sy the
first k — | U¥_[! By features of bucket Bj,. Notice
that the position inside of a bucket is arbitrary and
depends on the random seed used by the particular
iteration of BPA.

e Lines 14-15. Finally the subset having the best ac-
curacy is returned.

FSS-OBOP requires b-n filter evaluations and &’ wrapper
evaluations. In fact, in this case, each wrapper evaluation
means to learn and test n - f classifiers, where n - f is the
number of folds of the inner cross-validation used to fight
overfitting. Therefore, wrapper evaluations are much more
computationally expensive than filter ones. The reduction of
wrapper evaluation calls is the goal of this paper.

TABLE 1. ALGORITHM FSS-OBOP

Input

D  a dataset of m instances over variables {f1,..., fn,C}
eval  a univariate evaluator to score the features

k  the number of features to select in the filter phase

b the number of bootstrap samples to create the rankings

B the B value for BPA

it the number of times BPA is iterated

A the classification algorithm be used in the wrapper phase

Ouput

S the subset of selected features

for:=1,...,bdo

2 Obtain a sample T; of size m from D by using sampling
with replacement

3 Create a ranking 7; of the features by using T; and eval
4 o + Truncate(m;, k)
5 endfor
6 M «+ ConstructMatriz({c1,02,...,0p}) N My o o
7  Bo < BPA(M,B)
8 Bk < Truncate(Bo, k)
9

fori=1,...,k" do

11 BE =By|...|By, k' <k

i
10 Si Uj_, B

11 D; «+ D¥5:U{C}

12 acc; < CrossValidate(A, D;)
13 endfor

14 s = argmax{acci,..
15 return S = S,

.,accy }

5. Experimental results and discussion

The goal of this paper is to study if the use of the
consensus bucket order represents a significant reduction in
the number of wrapper evaluations without decreasing the
accuracy of the obtained model. Therefore, our experiments
are designed in order to test these two issues. As bench-
mark, we use a set of 12 high-dimension datasets usually
considered in recent FSS literature [11], [16], [19].

In Table 2 we show a brief description of these datasets:
number of rows (instances) m, number of variables n and
number of labels for the class variable c.

For the comparison, we use the following algorithms:

e Ranker (R). In this case the ranking (strict preference
order) directly computed by using the evaluator is
used to guide the wrapper search. This method re-
quires n filter evaluations and k wrapper evaluations

e FSS-OBOP(B = 0). When 8 = 0 BPA returns a
strict preference order, that is, a bucket order in
which every bucket contains a single feature. This
approach, which uses a strict preference order as
consensus, has been the one used in the literature
to deal with consensus-based FSS. It requires b - n
filter evaluations and k wrapper evaluations



TABLE 2. DATABASES USED IN THE EXPERIMENTS

DB m n c
madelon 501 2000 2
colon 2001 62 2
dlbcl 4027 47 2
lymphoma | 4027 96 9
gisette 5001 6000 | 2
leukemia 7130 72 2
arcene 10001 100 2
lung 12534 181 2
prostate 12601 136 2
gem 16064 190 14
dexter 20001 300 2
psoriasis 54676 180 3

e FSS-OBOP(5 > 0). The approach proposed in this
paper. In this case, a bucket order is used to guide the
wrapper search. The value of /3 controls the number
of bucket in the bucket-order, larger values of beta
produce a small number of buckets. We have tried
[ = 0.25 (as it is the value recommended in [28]),
B =0.2and 8 =0.15.

We perform 8 experiments over each dataset by changing
some of the parameters of the FSS-OBOP algorithm:

¢ Two evaluators are used, one based on information
theory and the other one on the classification error:

— Symmetrical Uncertainty (SU) [31] is a sort
of normalized mutual information between
the class C' and a given feature f;. It is given
by the expression

2(H(C) — H(C|f:))
H(C)+H(fi)

where H(-) stands for Shannon entropy. In
our case, if f; is numeric, then it is discretized
by using entropy-based multi-interval Fayad
and Irani discretization [32]. The discretiza-
tion is only used to compute SU(-). In the
wrapper phase the original numeric values are
used.

— OneR (1R) [33] scores each variable by ap-
plying the 1R classification algorithm. This
algorithm generates a set of rules which only
uses a single variable as predictor, then the
classification error using these rules is used
to score the given feature.

SU(f.C) =

o« Two different classifiers are used.

— Naive Bayes (NB) [34] is a computationally
very efficient probabilistic classifier which
is known to be affected by irrelevant and
redundant features.

— (4.5 [35] is a state-of-the-art decision tree-
based classifier. It carries out its own embed-
ded feature selection process, but it is largely

benefited from a previous FSS process, in
particular when it has to deal with many
numerical variables.

e The number of features that are selected in the filter
step (k). We use k = 50 and k = 100.

e« We always generate b = 50 samples and then 50
rankings are used to obtain the consensus.

o BPA is always iterated 100 times to select the best
bucket order (according to the input matrix C').

5.1. Results

To study the performance of the proposed algorithm with
these parameterizations, we run a 10 folds cross-validation
for each parameterization and dataset. The averaged ac-
curacy for the test folds when using SU as evaluator are
reported in Table 3, while the results when using 1R as
evaluator are reported in Table 4. The best result(s) for each
experiment is(are) in bold.

Following the recommendations in the literature [36],
we carry out a statistical analysis based on the application
of Friedman test (¢« = 0.05) and a post-hoc Holm test
(a = 0.05) for the cases in which Friedman has detected
that at least one algorithm is significantly different to the
others. We compare the algorithms globally, considering all
the results for each algorithm (8 experiments x 12 datasets).
We also carry out particular comparisons by taking into
account only the results for SU, 1R, NB, C4.5, £k = 50
or k = 100. The p-values and rankings obtained by the
Friedman tests are shown in Table 5, with the averaged
position between brackets. If the Friedman test detects that
at least one algorithm is different, then we highlight the p-
value by using bold face. In these (3) cases, the post-hoc
Holm test is carried out by using as control the algorithm
in the first position of the ranking. We highlight those
algorithms which are significantly worse than the control
according to Holm test in bold face.

5.2. Discussion

From the statistical analysis we can extract the following
conclusions:

o The use of bucket orders to guide the search is
never worse than using a strict preference order-
based consensus or the ranking directly obtained by
ranker+evaluator.

o More precisely, the use of the bucket orders obtained
by using 5 = 0.2 or 8 = 0.25 is significantly
better in 3 out of the 7 cases studied. Between this
two algorithms (betas), even significant difference is
never observed, we should select 5 = 0.2 as it is
placed in the first position of the ranking obtained
by Friedman test in 6 out of the 7 cases, and it is
always in a better position than 5 = 0.25.

e Our experiments do not report any supremacy re-
garding accuracy of using the consensus ranking
without ties instead of the ranking directly obtained



TABLE 3. ACCURACY RESULTS WHEN USING SYMMETRICAL UNCERTAINTY AS EVALUATOR

B B B B
Dataset R 0 [0.15/0.20(0.25| R 0 [0.15/0.20|0.25| R 0 [0.15/0.20(0.25| R 0 [0.15]0.20|0.25
arcene 0,79 | 0,72{ 0,75 | 0,75 | 0,76 || 0,8 | 0,76 | 0,76 | 0,77 | 0,79 || 0,79 | 0,75 | 0,74 | 0,76 | 0,74 || 0,77 | 0,81 | 0,8 | 0,81 | 0,8
colon 0,84 | 0,8 0,79 |0,79 | 0,79 || 0,8 | 0,79 | 0,73 | 0,76 | 0,76 || 0,84 | 0,8 | 0,75 | 0,82 | 0,79 || 0,82 | 0,78 | 0,82 | 0,79 | 0,79
dexter 0,86 | 0,86 | 0,87 | 0,87 | 0,87 || 0,87 | 0,87 | 0,87 | 0,82 | 0,83 || 0,9 | 0,91 | 0,91 | 0,91 | 0,9 |/ 0,83 0,84 | 0,87 | 0,86 | 0,83
dlbel 0,93]0,93|0,91 0910891 0,7 | 0,7 | 0,71 | 0,74 | 0,71 || 0,93 | 0,89 | 0,93 | 0,93 | 0,91 || 0,7 | 0,68 | 0,68 | 0,71 | 0,78
gem 0,52 0,56 | 0,58 | 0,55 | 0,57 || 0,43 0,39 | 0,44 | 0,38 | 0,45 || 0,53 | 0,57 | 0,58 | 0,54 | 0,57 || 0,43 | 0,43 | 0,43 | 0,48 | 0,46
gisette 0,89 0,89 (0,89 | 0,89 | 0,88 || 0,92 0,92 | 0,92 | 0,92 | 0,92 || 0,89 | 0,89 | 0,89 | 0,89 | 0,89 || 0,93 [ 0,93 | 0,93 | 0,94 | 0,93
leukemia || 0,91 [ 0,94 | 0,92 | 0,97 | 0,96 || 0,86 | 0,88 | 0,88 | 0,86 | 0,86 || 0,91 | 0,94 | 0,94 | 0,97 | 0,96 || 0,86 | 0,89 | 0,88 | 0,86 | 0,86
lung 0,98 0,98 1(0,99 | 0,99 | 0,99 || 0,93 0,91 | 0,93 | 0,93 0,95 (0,98 0,98[0,9 |099| 1 | 0,93|091]|094|0,94 0,95
lymphoma || 0,79 | 0,8 | 0,79 | 0,8 | 0,78 || 0,8 0,76 | 0,77 | 0,77 | 0,77 || 0,78 | 0,78 | 0,78 | 0,79 | 0,8 || 0,8 [ 0,77 | 0,79 | 0,78 | 0,81
madelon || 0,61 |0,61 | 0,6 | 0,6 | 0,6 |[0,75|0,76 | 0,76 | 0,76 | 0,77 || 0,61 | 0,6 | 0,6 | 0,59 | 0,59 || 0,75 | 0,76 | 0,76 | 0,77 | 0,77
prostate 0,7 | 0,65 | 0,64 | 0,66 | 0,61 || 0,85|0,87 | 0,84 | 0,88 | 0,87 || 0,7 | 0,65| 0,63 | 0,64 | 0,62 || 0,85 | 0,88 | 0,88 | 0,87 | 0,86
psoriasis || 0,69 | 0,71 | 0,72 | 0,69 | 0,77 || 0,67 | 0,67 | 0,64 | 0,73 | 0,71 {| 0,71 | 0,72 | 0,73 | 0,72 | 0,77 || 0,68 | 0,7 | 0,66 | 0,71 | 0,71
k = 50, A = Naive Bayes k=50, A=C45 k = 100, A = Naive Bayes k =100, A = C4.5
TABLE 4. ACCURACY RESULTS WHEN USING ONER AS EVALUATOR
B B B B
Dataset R 0 [0.15/0.20(0.25| R 0 [0.15/0.20|0.25| R 0 [0.15/0.20|0.25| R 0 [0.15]0.20|0.25
arcene 0,7 | 0,65 0,64 | 0,65 | 0,62 || 0,68 | 0,75 | 0,66 | 0,73 | 0,65 || 0,7 | 0,68 | 0,67 | 0,73 | 0,7 || 0,67 | 0,69 | 0,65 | 0,75 | 0,72
colon 0,84 | 0,8 | 0,82 | 0,82 | 0,75 0,78 | 0,82 | 0,85 | 0,82 | 0,71 || 0,84 | 0,8 | 0,75 | 0,79 | 0,74 || 0,78 | 0,82 | 0,82 | 0,85 | 0,84
dexter 0,85|0,81|0,83 | 0,85 | 0,84 || 0,84 | 0,84 | 0,86 | 0,85 | 0,85 || 0,89 | 0,89 | 0,9 | 0,89 | 0,89 || 0,84 | 0,85 | 0,85 | 0,84 | 0,83
dlbel 09110,891{0,93| 093|091 | 0,78 0,76 | 0,74 | 0,78 | 0,82 || 0,93 | 0,89 | 0,91 | 0,91 | 0,91 || 0,78 | 0,74 | 0,7 | 0,83 | 0,86
gem 0,54 10,57 | 0,56 | 0,52 | 0,52 || 0,48 | 0,43 | 0,47 | 0,46 | 0,45 || 0,56 | 0,56 | 0,55 | 0,53 | 0,55 || 0,45 | 0,41 | 0,44 | 0,46 | 0,46
gisette 0,87 | 0,87 | 0,87 | 0,87 | 0,87 || 0,91 | 0,91 | 0,91 | 0,91 | 0,91 || 0,88 | 0,88 | 0,88 | 0,88 | 0,88 || 0,93 | 0,93 | 0,93 | 0,93 | 0,93
leukemia || 0,94 [ 0,94 | 0,97 | 0,97 | 0,97 || 0,88 | 0,86 | 0,86 | 0,86 | 0,86 || 0,94 | 0,96 | 0,97 | 0,94 | 0,94 || 0,88 | 0,86 | 0,86 | 0,86 | 0,86
lung 0,99 | 0,98 0,99 | 0,99 | 0,98 || 0,96 | 0,93 | 0,94 | 0,95 | 0,95 || 0,99 0,98 |0,99 | 099 | 1 | 0,96 0,94 0,93 |0,95|0,95
lymphoma || 0,75 | 0,78 | 0,82 | 0,75 | 0,77 || 0,6 | 0,75 | 0,69 | 0,78 | 0,73 || 0,77 | 0,77 | 0,75 | 0,81 | 0,79 || 0,64 | 0,74 | 0,69 | 0,73 | 0,75
madelon |[ 0,62 | 0,6 | 0,6 | 0,61 | 0,6 | 0,69|0,75|0,75|0,75|0,74 10,62 | 0,6 | 0,6 | 0,6 | 0,61 || 0,71 | 0,74 | 0,74 | 0,75 | 0,74
prostate || 0,67 | 0,71 | 0,62 | 0,66 | 0,63 |[ 0,85 | 0,91 | 0,87 | 0,87 | 0,86 || 0,67 | 0,7 | 0,6 | 0,62 | 0,65 || 0,85 (0,89 | 0,83 | 0,85 | 0,85
psoriasis || 0,78 | 0,78 | 0,81 | 0,79 | 0,81 || 0,67 | 0,71 | 0,71 | 0,68 | 0,69 || 0,79 | 0,78 | 0,78 | 0,81 | 0,81 || 0,69 | 0,67 | 0,71 | 0,74 | 0,73
k = 50, A = Naive Bayes k=50, A=C45 k = 100, A = Naive Bayes k =100, A = C4.5

TABLE 5. RESULTS FOR THE STATISTICAL ANALYSIS ON ACCURACY

All (p=0,033) SU (p=0,114) IR (p=0,143) C4.5 (p=0,000) | NB (p=0343) |k = 50 (p=0,526) | k = 100 (p=0,021)
B=0,20 (260)|3=0,20 (2.65)|8=0,20 (253)] B=0,20 (2,34) R (267)|8=0,20 (2,69 ] B=0,20 (2.5)
B=0,25 (292)|8=0,25 (2,77) R (292) | B=0,25 (259)|B3=0,20 (2.85) R (297)| 8=0,25 (2,68)
R (1D |B=0,15 297)|8=0,25 3.07) |8=0,15 (321)|8=0,15 (3,06)|8=0,15 (2,99) R (3,25
B=0,15 (3,14) R (329)| B=0 317 B=0 (331)| B=0 (318 |B8=0,25 (3,15 |B8=0,15 (3728)
B=0 (325| B=0 (332)[B8=0,15 (331 R (3,555)|8=0,25 324)| B=0 (3,20 B=0 (329

by the evaluator. Things may be different if other
filter-wrapper strategies were used or if other param-
eters were studied, e.g. size of the selected subset or
stability, as reported in the literature.

Once we have concluded that using FSS-OBOP (8 =
0.2) is the preferred algorithm with respect to accuracy,
we pay attention to the number of wrapper evaluations
carried out by the different algorithms (Tables 6 and 7). Now
the difference is clear. The algorithms using the ranking
produced by the evaluator+ranker or using the consensus

represented by the ranking without ties need exactly 50
or 100 wrapper evaluations for k 50 and k 100
respectively. These numbers reduce to 5.04 (k = 50) and
6.46 (k = 100), which represents the 10.08% and the 6.46%
with respect to the rankings non allowing ties. As wrapper
evaluations are much more costly in terms of CPU time than
filter ones, this fact clearly compensates the number of extra
filter evaluations carried out with respect to the direct use
of the evaluator-based ranking.

Finally, due to the lack of space, we only briefly com-
ment on the number of selected features. In this case, we



TABLE 6. NUMBER OF WRAPPER EVALUATIONS WHEN USING SYMMETRICAL UNCERTAINTY AS EVALUATOR

B B B B

Dataset R|01]015|020|025| R| 0 |0.15[0.20|0.25| R 0 [0.15]0.20(0.25| R 0 |0.15]0.20 | 0.25
arcene 50(50| 41 | 29 | 21 [|[50|50| 4,1 | 29 | 2,1 || 100|100 | 4,8 | 4,1 | 3,1 || 100 | 100 | 4,8 | 4,1 | 3,1

colon 50 | 50 | 4,6 4 3,7 ||50]|50| 4,6 4 3,7 || 100 | 100 | 54 | 44 4 100 | 100 | 54 | 44 4
dexter 5050|105 | 87 | 7,1 || 50|50 | 10,5 | 87 | 7,1 100 | 100 | 12,5 | 10 | 8,5 || 100 | 100 | 12,5 | 10 8,5
dlbcl 50|50| 5,1 | 43 | 34 ||50(50| 51 | 43 | 3,4 || 100|100| 6,2 | 51 | 3,9 || 100|100 | 6,2 | 51 | 3,9
gem 50150 29 | 25 2 50 (50| 29 | 25 2 100 [ 100 | 3,8 | 3,1 | 2,2 || 100|100 | 3,8 | 3,1 | 2,2
gisette 50|50 152 | 12,2 | 10,1 || 50 | 50 | 15,2 | 12,2 | 10,1 || 100 | 100 | 23,5 | 18,5 | 14 100 | 100 | 23,5 | 18,5 | 14
leukemia || 50 | 50 | 7,1 | 48 | 45 |[50 |50 | 7,1 | 48 | 45 || 100|100 | 84 | 6,4 | 53 | 100|100 | 84 | 6,4 | 53
lung 50|150| 6 45 | 35 ||50(|50]| 6 45 | 3,5 |/ 100|100 | 81 | 6,2 | 4,6 || 100 | 100 | 81 | 6,2 | 4,6
lymphoma || 50 | 50 | 3,6 | 29 | 3,2 ||50 (50| 3,6 | 29 | 3,2 |[100]|100| 5 36 | 32 || 100 | 100 | 5 36 | 32
madelon || 50 |50 | 838 | 6,7 | 53 |[50|50| 88 | 6,7 | 53 || 100|100| 92 | 72 | 55 || 100|100 | 92 | 72 | 55
prostate 50|50 | 48 | 4,1 35 || 50|50 | 48 | 4,1 35 || 100 | 100 | 6,5 | 4,7 | 3,8 || 100|100 | 6,5 | 4,7 | 3,8
psoriasis 50| 50| 2,6 2,3 2,1 50|50 | 2,6 2,3 2,1 100 | 100 | 4,1 2,6 2,5 100 | 100 | 4,1 2,6 2,5

k = 50, A = Naive Bayes k=50, A=C45 k = 100, A = Naive Bayes k=100, A= C4.5
TABLE 7. NUMBER OF WRAPPER EVALUATIONS WHEN USING ONER AS EVALUATOR
B B B B

Dataset R|01]015|020|025| R| 0 |0.15[0.20|0.25| R 0 [0.15]0.20(0.25| R 0 |0.15]0.20 | 0.25

arcene 50(50| 3 25119 ||50]50| 3 25 | 1,9 || 100 | 100 | 3,9 | 3,1 2 100 | 100 | 3,9 | 3,1 2
colon 50 | 50 | 3,8 3 2,8 || 50|50 3,8 3 2,8 || 100 | 100 | 46 | 3,8 | 2,9 |[ 100|100 | 46 | 3,8 | 29
dexter 50|50| 98 | 74 | 58 ||50(50| 9.8 | 7.4 | 58 |/ 100|100 | 10,9 | 85 | 7,3 | 100 | 100 | 10,9 | 85 | 7,3
dlbcl 50|50| 45 | 32 | 2815050 | 45 | 32 | 2,8 |[100|100| 59 | 46 | 3,9 || 100|100 | 59 | 46 | 3,9
gem 50 50| 3 24 | 1,6 ||50]50| 3 24 | 1,6 || 100 | 100 | 3 2,6 | 1,9 || 100 | 100 | 3 26 | 19
gisette 50|50 19,3 | 17,1 | 15,1 || 50 [ 50 | 19,3 | 17,1 | 15,1 || 100 | 100 | 31,1 | 26,4 | 21,3 || 100 | 100 | 31,1 | 26,4 | 21,3
leukemia || 50 | 50 | 5,7 | 44 | 3,7 || 50 |50 | 57 | 44 | 3,7 || 100|100 | 6,8 | 54 | 43 |/ 100|100 | 6,8 | 54 | 43
lung 50|50 | 57 | 44 | 34 ||50(50| 57 | 44 | 34 | 100|100 83 | 6,1 | 4,6 | 100|100 | 83 | 6,1 | 4,6

lymphoma || 50 | 50 | 2,5 | 29 | 24 ||50 50| 2,5 | 29 | 24 || 100 | 100 | 4,1 | 3,2 3 100 | 100 | 4,1 | 3,2 3
madelon || 50 |50 | 5,7 | 46 | 3,5 ||[50 (50| 5,7 | 46 | 3,5 || 100|100 | 6,4 | 5,1 | 42 | 100|100 | 64 | 51 | 4,2
prostate 50|50 | 47 | 37 | 27 (|50 (50| 47 | 3,7 | 2,7 || 100|100 | 52 | 39 | 3,3 || 100|100 | 52 | 39 | 33
psoriasis || 50 | 50 | 3,4 | 3,1 2,1 ||50]|50| 34 | 3,1 | 2,1 100 [ 100 | 5 37 | 2,8 || 100|100 | 5 37 | 2,8

k = 50, A = Naive Bayes k=50, A=C45 k = 100, A = Naive Bayes k=100, A= C4.5

observe that the use of bucket orders to guide the search se-
lects a larger number of features. This fact was expected, as
when using bucket orders variables are added in blocks, not
individually. In particular, when using the ranking produced
by the evaluator+ranker, 18.57 (33.48) features are selected
when k£ = 50 (k = 100). These numbers are similar to
the ones when using a strict preference order as consensus:
19.68 (35.04). Finally, these numbers are bigger when using
the bucket order-based consensus to guide the search: 27.72
(48.56). Therefore, we can conclude that the number of
selected features by FSS-OBOP (8 = 0.2) is about 1.5
times the number of features selected by the methods that
use rankings without ties to guide the search. However,
these number of features is extremely small if compared
to the high dimension of the used datasets (12380 features
on average).

6. Conclusions

In this paper we show the advantage of allowing ties in
the filter ranking used to guide the search. This advantage
is mainly due to the reduction on the number of wrapper
evaluations which has a direct effect in CPU time. Further-
more, the algorithm FSS-OBOP (8 = 0.2) becomes the right
choice from the point of view of accuracy. On the other
hand, this method selects more features, by a factor of 1.5.
Anyway, the number of selected variables is too small (27.72
when k£ = 50 and 48.56 when k = 100) if we take into
account that we have dealt with high-dimensional datasets,
having between 500 and 54676 features.

Although this is a first approach in using rankings with
ties to guide the wrapper phase, many possibilities arise for
the future: trying more sophisticated filter-wrapper strategies
than a linear search; using different evaluators to produce the
set of rankings to be aggregated; studying other measures
different to accuracy (e.g. stability and/or robustness); and,
what we consider the most interesting one, allowing ties also



in the input rankings.
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