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Abstract—Corporate risk disclosures as part of U.S. public companies' financial reports are mandated by the Securities and Exchange Commission (SEC) since 2005. It provides forward-looking information about companies' future business and potential risks. This study analyzes risk types revealed in these risk disclosures and examines their potential implications on stock returns. Using 16,110 risk disclosures submitted to the SEC from 2011 to 2015, we apply Sentence Latent Dirichlet Allocation (Sent-LDA) model to infer risk types and propose a novel algorithm to match new factors with existing risk types which generates 90% correct matches. We then quantify the impact of different risk factors on the distribution of stock returns using different time windows. We find that common risk factors, such as accounting risk and acquisition risk, have significant effects on both long-term and short-term stock returns. Some other factors only have short-term or long-term effects on stock returns. These findings provide evidence that the companies' self-disclosed risk factors have significant impacts on subsequent stock return volatility and such impacts can be used to predict potential stock change after the public release of the financial risk disclosures.

I. INTRODUCTION

The annual financial reports issued by public companies are important resources for investors, regulators and policy makers to gain insights and detailed information about corporate financial conditions and potential risks. Financial reports submitted to the Securities and Exchange Commission (SEC) are mandatory to most U.S. publicly listed companies, including both structured data and unstructured data. Structured data like financial statements have been widely studied and used in portfolio management to evaluate the potential risk and stock return of a single company [1], [2]. Recently, unstructured data have become one of the most analyzed source data in academic research and have received more attention from the market [3], [4]. In 2005, the SEC required all filers to discuss company's risk factors as one additional section (Section 1A) in their annual report (10-K) [5]. In 2010, to improve the informativeness of risk disclosures, the SEC issued comment letters asking filers only include specific risk factors related to the individual company [6]. Unlike the structured data that primarily summarizes the past performance of a company, the risk disclosures includes forward-looking information that may reveal the company's future risk and can be potentially used to predict equity risk in investment decisions and portfolio management.

Contextual information in financial narratives is rich enough to convey complex and multifaceted information about company’s financial conditions intertwined with future prospects and emerging risks [7]. Previous studies have raised many interests in analyzing risk disclosure data, such as disclosure length, tone, and readability [8]–[10]. Analyzing actual content of risk disclosures, such as risk types, has drawn less attention so far. Discovering different impacts from risk factors can help investors evaluate stock risk better and get more accurate prediction on portfolio performances. A recent study analyzed risk disclosures from 2006 to 2010 and found that 8 risk factors have significant impact on post-disclosure stock volatilities [3].

This study focuses on the analysis of risk types from these risk disclosures and their potential predictive power on the stock returns. First, we adopt Sentence Latent Dirichlet Allocation (Sent-LDA) model [3] to identify risk factors from risk disclosures. We then develop a multi-factor model for three return characteristic variables, i.e. stock return volatility, kurtosis and skewness, which are associated to the risk of companies’ stock returns. We also investigate the time effects of risk factors on the post-disclosure stock returns. Moreover, we propose a novel topic matching algorithm combining similarity measure and clustering method to match factors from new financial disclosures to existing risk types which potentially reduces the subjective bias while assigning risk factors to the correct topics. We use risk disclosure in annual financial reports from 2011 to 2015, including 16,110 financial filings from 4,919 unique companies. Our analysis shows that common risk factors, such as acquisition risk and accounting risk, have significant effects on both long-term and short-term stock returns. Some other factors such as down-stream risk, only have short-term effect, while factors including cost/supply risk have long-term effect on stock returns. Our findings provide evidence that the self-disclosed risk factors have significant impact on stock returns and such impact can be used to predict potential stock change after the public release of the financial risk disclosures.

The main contributions of the paper are:

• We propose novel topic matching algorithm to potentially reduce the subjective bias from human judgment while matching risk factors from new disclosure to existing risk types.
• We use risk disclosures from 2011 to 2015 after the SEC
released comment letter to improve the informativeness of risk disclosures [6]. The new data might provide more accurate results on the effects of stock returns.

- We not only study the impact of risk factors on stock return volatility, kurtosis and skewness, but also analyze their time effects by applying multi-factor models on different time windows.

The rest of the paper is organized as follows. Related literatures are reviewed in section II. Section III describes the data and our information extraction approach. In section IV, we discuss empirical results of both topic matching and factors modeling of stock returns. The final section concludes our findings and lays out a further work plan.

II. LITERATURE REVIEW

Unlike structured data, information in financial narratives may provide a potential for information users to predict the company’s future performance associated with these innate risks. Earlier studies have provided evidence on the relationship between financial narrative data and corporate risk that financial narratives can provide more information about company’s potential risk to investors [11], [12]. To use financial narratives in a quantitative analysis, one has to be able to quantify textual data from financial disclosures. Readability analysis and tone analysis [8], [13] have been widely applied to financial textual data, such as Management Discussion and Analysis (MD&A) [14] and public news [15]. As a result, the long and complex financial reports have been found negatively associated with the performance of companies where managers tend to use complicated statements to hide company’s actual performance, especially with negative news [16], [17].

The informativeness of the risk factor section was criticized from the beginning, because companies do not need to estimate and quantify the effect of risks and the managers may include all potential risks in the disclosure [4]. The lack of proper risk information may reduce the usefulness of section 1A to information users such as investors [18]. After the issuance of the comment letter by the SEC in 2010 [6], the risk disclosure should start to provide more risk information to investors which can be used for better securities investment decision. [9] found that the increase of risk disclosure have positive association with stock market volatility and the use of risk disclosure increases investors’ risk perception. [4] used proportion of certain key words in risk disclosures and showed that the risk disclosure is informative and is able to decrease information asymmetry.

However, quantifying the actual content in risk disclosure, such as risk types, has been less studied. [19] first considered risk types disclosed in financial reports while classifying words in MD&A section. The study shows that company’s conditions (i.e. acquisition activity, debt condition) potentially affect the number and length of risk factors disclosed in financial report. [20] applied a supervised classification algorithm on words in Section 1A which assigned multiple risk factors on each disclosure. The study proposed 25 risk types extracted from risk disclosures, which laid the foundation for further risk factor analysis. Although [20] considers different types of risk, the supervised algorithm requires human efforts to identify and predefine a comprehensive list of risk factors in financial disclosures. There are only a few studies analyzing financial narrative contents using unsupervised machine learning method. [21] first applied unsupervised model, Latent Dirichlet Allocation(LDA), on stock recommendations to measure stock selection bias. [22] improved traditional LDA model to Sent-LDA model which assign only one single topic on words in the same sentence. A further study from the same authors demonstrated that the Sent-LDA model is more optimized than traditional LDA model [3]. It also extended 25 risk types proposed in [20] to 30 risk factors and found 8 factors associated with post-disclosure stock market volatility [3].

In contrast to the previous studies, we use latest data in risk disclosures from 2011 to 2015 to avoid the potential effects from financial crisis in 2008. More common risk factors might be generated from the new dataset which are different from factors found in [3]. Moreover, we improve the application of topic model in portfolio management process by proposing a novel algorithm to match risk factors from different models based on word probability distribution. The algorithm eliminates manual selection and reduces subjective bias in the topic matching process. In addition to the study of risk factor effect on stock volatility [3], our study includes stock return kurtosis and skewness to test the potential predictive power of risk factors in investment using different time windows.

III. DATA AND METHODOLOGY

A. Risk Topic Modeling

To quantify the risk disclosure in financial reports, we implement Sentence Latent Dirichlet Allocation (Sent-LDA) model proposed by [22]. Latent Dirichlet Allocation (LDA) is a probabilistic model for a collection of textual data in which each document is represented by a mixture of topics [23]. However, its bag-of-word assumption is not appropriate on risk topics in financial disclosures. Sent-LDA model extends original LDA model by assigning the same topic on words from the same sentence instead of considering words separately, which is able to get more accurate results. Table I summarizes some of the notations used in this study.

<table>
<thead>
<tr>
<th>Notation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N$</td>
<td>Total number of documents.</td>
</tr>
<tr>
<td>$S_d$</td>
<td>Total number of sentences in document $d \in {1, 2, ..., N}$.</td>
</tr>
<tr>
<td>$K$</td>
<td>Total number of topics. We fix $K = 30$ motivated by [3].</td>
</tr>
<tr>
<td>$V$</td>
<td>Set of vocabulary constructed from the set of documents in the study. $V =</td>
</tr>
<tr>
<td>$W_d$</td>
<td>Total number of words in document $d$.</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>Parameter of Dirichlet distribution estimated from Sent-LDA model.</td>
</tr>
<tr>
<td>$\beta$</td>
<td>$V \times K$ probability matrix estimated from Sent-LDA model.</td>
</tr>
</tbody>
</table>

The Sent-LDA model uses two hidden latent variable $\theta$ and $z$ with following assumptions:

- Each document $d$ is represented by a mixture of topics, and the proportion of topics is represented by a vector $\theta_d \sim Dirichlet(\alpha)$. 
• $z_d$ is a $S_d$ by $K$ matrix represents probability distribution of sentences in document $d$ over topics. For each sentence $s$ in document $d$ satisfies $z_{d,s} \sim \text{Multinomial}(\theta_d)$.

The Sent-LDA model involves solving an inferential problem and thus the computation of the posterior distribution $p(\theta, z|w, \alpha, \beta)$ of two hidden variables $\theta$ and $z$. Due to the intractable computation on the distribution, there are two algorithms usually used for topic modeling: sampling-based method and variational inference [24]. Although sampling-based method is much easier to implement, variational inference is an optimized method which generates more accurate results [3]. In this study, we use variational inference to approximate the intractable distribution.

The idea of convexity-based variational inference is to obtain a lower bound for log-likelihood of the observed data from a family of approximated distributions, which is characterized by the following variational distribution with two free variational parameters $\gamma$ and $\phi$:

$q(\theta, z|\gamma, \phi) = q(\theta|\gamma) \prod_{k=1}^{K} q(z_k|\phi_k)$

Following the algorithm in [23], the optimal values of variational parameters $\gamma$ and $\phi$ are found by minimizing the Kullback-Leibler divergence between the variational distribution and true posterior distribution. An iterative method is used in the optimization process to update the value of $\gamma$ and $\phi$ by setting the first derivatives of KL divergence to zero. In each iteration, the derivation of variational EM algorithm is used to find the optimizing values of $\gamma$ and $\phi$ (E-Step) and maximize the lower bound of log-likelihood with respect to $\alpha$ and $\beta$ (M-Step). The following update equations for $\gamma$ and $\phi$ are obtained from variational inference used in E-step, and the update equation for $\beta$ is used in M-Step:

$$\phi_{d,s,k} = \left( \frac{W_{d,s}}{\sum_{w=1}^{S_d} \beta_{w,k}} \right) \exp \left( \psi(\gamma_{d,k}) - \psi \left( \sum_{i=1}^{K} \gamma_{d,i} \right) \right)$$

$$\gamma_{d,k} = \alpha + \sum_{s=1}^{S_d} \phi_{d,s}$$

$$\beta_{k,v} = \sum_{d=1}^{N} \sum_{s=1}^{S_d} \sum_{w=1}^{W_{d,s}} \phi_{d,s,w,k} w_{d,s,w}$$

where $\phi_{d,s,k}$ is the probability that sentence $s$ is generated by topic $k$ in document $d$, $\gamma_{d,k}$ is the $k$th component of posterior Dirichlet distribution in document $d$, $\beta_{k,v}$ is the probability that $v$th word is generated by topic $k$, $w_{d,s,w} = 1$ if the word in the sentence $\text{Word}_{d,s}$ is the same with the work in the vocabulary $\text{Word}_{d}$, and $w_{d,s,w} = 0$ otherwise, and $\psi(x)$ is the first derivative of $\log \Gamma(x)$. The detailed iterative process of Sent-LDA model for parameter estimation is shown in Algorithm 1.

The $\beta$ matrix is used to calculate the probability distribution of topics on one sentence as following:

$$p(s|z) = \prod_{w=1}^{W_{d,s}} \beta_{z,v_w}$$

where $\beta_{z,v_w}$ is the probability of $w$th word in the sentence about topic $z$.

We choose the topic with maximum probability assigned to the sentence, and we can then calculate the frequency of topic $z$ appears in one document $d$ as

$$d_z = \sum_{s=1}^{S_d} \text{Sentence}_{s,z}$$

where $\text{Sentence}_{s,z} = 1$ when topic $z$ is assigned on the sentence, and $\text{Sentence}_{s,z} = 0$, otherwise. $d_z$ is used as risk disclosure variables in the multi-factor models in section IV.

**Algorithm 1 Variational inference algorithm for Sent-LDA**

1: Initialization
2: $\alpha = 1$.
3: $\beta_{k,v} = \frac{1}{K} + \text{Rand}$, then $\beta$ is normalized to $\sum \beta_{k,v} = 1$, where $\text{Rand}$ is random number between 0 and 1, $k \in \{1, 2, ..., K\}$, $v \in \{1, 2, ... V\}$.
4: do
5: for $d = 1$ to $N$ do (E-Step)
6: Initialization: $\phi = 1$, $\gamma = \alpha + \frac{S_d}{K}$
7: for $s = 1$ to $S_d$ do
8: for $k = 1$ to $K$ do
9: Update $\phi$
10: end for
11: end for
12: Update $\gamma$
13: Compute lower bound of log likelihood
14: $L_d(\gamma, \phi; \alpha, \beta)$
15: end for
16: Update $\beta$
17: while $\Delta(L) < 10^{-5} \approx 0$
18: where $\Delta(L) = \sum_{d=1}^{N} L_d^{\text{new}}(\gamma, \phi; \alpha, \beta) - \sum_{d=1}^{N} L_d^{\text{old}}(\gamma, \phi; \alpha, \beta)$

**B. Topic Matching Process**

Our second objective is to match new risk factors with the existing risk types based on word probability distributions. A possible approach to address this is topic detection and tracking (TDT), previously used to track the events in news [25]. Another possible approach considers topic models on different time slices and parameters in time $t$ are associated with prior parameters in $t - 1$ [26]. However, this approach is restricted to the same number of topics and it is a sequential process without parallel processing. Recent studies have improved the topic matching by involving similarity measure between two word probability distributions which is equivalent to calculating the similarity between two topics from separate topic models [27]. There are multiple similarity measures in text categorization field, such as Kullback-Leibler (KL) divergence, cosine similarity and dices coefficient [27], [28].

In this study, we apply cosine similarity measure on normalized word probability distributions among $N$ words with highest probability from Sent-LDA model to get the similarity
matrix. If two topics relate to the same risk factor, they generally have similar words with high probability and the value of cosine similarity \( \text{sim}(z_i, z_j) \) should be closer to 1. For topic matching process, previous studies have used several methods, such as support vector machine (SVM) [29] and neural network [30]. Because our goal is to cluster 30 topics into pairs, we adopt hierarchical clustering method [31] to match topics based on distance matrix converted from the similarity matrix. First of all, we build a distance matrix between existing topics (\( z_1, z_2, ..., z_K \)) and new topics (\( z_{new1}, z_{new2}, ..., z_{newN} \)) by using \( \text{dist}(z_i, z_j) = 1 - \text{sim}(z_i, z_j) \) to represent distance between \( z_i \) and \( z_j \). We define \( \text{dist}(z_{new}, z_{old}) = \text{dist}(z_{old}, z_{old}) = 1 \). Then, we apply hierarchical clustering method on the distance matrix to get topic pairs. Because the distances between two existing topics and two new topics are assigned to maximum distance, each topic pair contain one new topic and one existing topic. If one topic contains no common word with all existing topics, it will be assigned to single cluster. The detailed process of topic matching algorithm is shown in Algorithm 2.

### Algorithm 2: Topic Matching Process

1. Get \( K \) topics (\( z_{old1}, z_{old2}, ..., z_{oldK} \)) using Sent-LDA model on existing dataset.
2. Get \( K' \) topics (\( z_{new1}, z_{new2}, ..., z_{newK'} \)) using Sent-LDA model on new dataset.
3. Normalize probability of \( N \) words with highest probability \( p(w|z_{new}) \) from \( z_{new} \).
4. Get the probability of the same \( N \) words from \( z_{old} \) as \( p(w|z_{old}) \). If there exists a word \( w \in z_{new}, w \notin z_{old}, p(w|z_{old}) = 0 \). Then, we normalize \( p(w|z_{old}) \).
5. Calculate cosine similarity \( \text{sim}(z_{new}, z_{old}) = \frac{\|z_{new}\| \cdot \|z_{old}\|}{||z_{new}||||z_{old}||} \) for each \( z_{new} \) and \( z_{old} \).
6. Calculate distance matrix using:
   - \( \text{dist}(z_{new}, z_{new}) = \text{dist}(z_{old}, z_{old}) = 1 \)
   - \( \text{dist}(z_{new}, z_{old}) = 1 - \text{sim}(z_{new}, z_{old}) \)
7. Run hierarchical clustering on distance matrix and get topic pairs.

### C. Data Collection

We collect whole textual part of Section 1A in annual financial filings (10-K) submitted to the SEC from 2011 to 2015 including 22,991 filings (See Table II). The textual data contain all characters in risk disclosures. In Section 1A, filers usually state multiple risk factors, each of which often includes one sentence as subtitle followed by several paragraphs. Following [3], we only use the subtitles as the input data in the Sent-LDA model. We believe that the entire text and paragraphs in Section 1A include too detailed information which may reduce the accuracy of the topic extraction procedure.

Then, we extract subtitles from the textual data. In [3], html style tag is used for data extraction; hence, subtitles are specified by some special tags (Bold or Italic). However, our data do not contain any tags and we can only use line break\(^1\) as identifier for a subtitle. Using random sampling validation of these extracted subtitles, we find that most subtitles are single sentence separating from other text paragraphs. Thus, we apply the following rules to extract subtitles in Section 1A:

- Check number of period (\( \cdot \)) in each paragraph. If the paragraph includes no period or only one period, it is marked as subtitle.
- For each subtitle, irrelevant English words are excluded\(^2\)

As a result, the final dataset includes multiple subtitles for each risk disclosure, and each subtitle is represented by a vector of words. However, our rules are not able to filter non-subtitle paragraphs with single sentence in body part. Compared with dataset in [3], our dataset has more sentences in average on each document.

For stock prices data collection, we use the companies Central Index Key (CIK) as the identifier to download daily stock close price data from COMPUSTAT database. We only keep financial filings with complete stock records and subtitle data for further analysis. Also, if one company (CIK) has been matched to multiple stock tickers (e.g., GOOG and GOOGL), we only keep the one with the smaller number of letters, e.g., we use GOOG. Thus, we can ensure one row stock data for each financial filing. As a result, there are total of 16,110 filings from 4,919 unique companies in our analysis.

### TABLE II: Data Summary

<table>
<thead>
<tr>
<th>Year</th>
<th>2011</th>
<th>2012</th>
<th>2013</th>
<th>2014</th>
<th>2015</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total Filings</td>
<td>1,319</td>
<td>5,466</td>
<td>5,460</td>
<td>5,423</td>
<td>5,323</td>
<td>22,991</td>
</tr>
<tr>
<td>With Ticker</td>
<td>1,070</td>
<td>3,736</td>
<td>3,759</td>
<td>3,937</td>
<td>3,608</td>
<td>16,110</td>
</tr>
</tbody>
</table>

### IV. EMPIRICAL STUDY

#### A. Topic Matching

In this section, we implement Sent-LDA model and hierarchical clustering to extract topics from risk disclosures and match topics from different models. We use data from 2011 to 2014 as training dataset and data from 2015 as testing dataset for empirical analysis. First, we apply Sent-LDA model to extract 30 topics from training dataset as existing topics (\( z_{oldi} \)) where \( i \in \{1, 2, ..., 30\} \), and 30 topics from testing dataset as new topics (\( z_{newj} \)) where \( j \in \{1, 2, ..., 30\} \). Topic \( z \) is represented by \( \beta_z \), a vector of probability distribution among words, which is used to calculate cosine similarity between two topics. We observe that words with higher probability are much more meaningful for distinguishing a topic. Thus, we only use \( N \) words with highest probability to measure topic similarity. After calculating CDF on descending sorted word probability (see Figure 1 as an example), we find that the cumulative probability of 400 high-probability words already

---

1The textual data includes \("\n"\) as line break character.

2We delete numbers and non-English words. Also, we delete stop words such as “the”, “a”, “this”, etc. In additional, we excluded irrelevant phrases such as “content table”.

TABLE III: 30 Risk Factors from Sent-LDA Model

<table>
<thead>
<tr>
<th></th>
<th></th>
<th>Match</th>
<th>Risk Factor</th>
<th>Feature Words</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>24</td>
<td>Y</td>
<td>Regulation Change</td>
<td>regulation, change, operation, environment</td>
</tr>
<tr>
<td>2</td>
<td>15</td>
<td>Y</td>
<td>Tax Risks</td>
<td>tax, distribution, income, federal</td>
</tr>
<tr>
<td>3</td>
<td>29</td>
<td>Y</td>
<td>Corporate Management</td>
<td>company, requirement, governance, regulation</td>
</tr>
<tr>
<td>4</td>
<td>28</td>
<td>Y</td>
<td>Property</td>
<td>gas, oil, natural, price</td>
</tr>
<tr>
<td>5</td>
<td>17</td>
<td>Y</td>
<td>Financial Condition</td>
<td>asset, goodwill, impairment, intangible</td>
</tr>
<tr>
<td>6</td>
<td>7</td>
<td>Y</td>
<td>Funding</td>
<td>capital, additional, credit, business</td>
</tr>
<tr>
<td>7</td>
<td>22</td>
<td>Y</td>
<td>Stock</td>
<td>stock, share, preferred, future</td>
</tr>
<tr>
<td>8</td>
<td>16</td>
<td>Y</td>
<td>Accounting</td>
<td>financial, accounting, reporting, internal</td>
</tr>
<tr>
<td>9</td>
<td>14</td>
<td>Y</td>
<td>Property</td>
<td>properties, tenant, condition, estate</td>
</tr>
<tr>
<td>10</td>
<td>6</td>
<td>Y</td>
<td>Business Condition</td>
<td>business, customer, revenue, demand</td>
</tr>
<tr>
<td>11</td>
<td>23</td>
<td>Y</td>
<td>Product Introduction</td>
<td>product, approval, candidate, clinical</td>
</tr>
<tr>
<td>12</td>
<td>20</td>
<td>Y</td>
<td>Debt Risks</td>
<td>debt, indebtedness, covenant, credit</td>
</tr>
<tr>
<td>13</td>
<td>25</td>
<td>Y</td>
<td>Cost/Supply</td>
<td>cost, material, supplier, customer</td>
</tr>
<tr>
<td>14</td>
<td>8</td>
<td>Y</td>
<td>Acquisition</td>
<td>acquisition, business, risk, future</td>
</tr>
<tr>
<td>15</td>
<td>10</td>
<td>Y</td>
<td>Human Resources</td>
<td>personnel, retain, management, attract</td>
</tr>
<tr>
<td>16</td>
<td>12</td>
<td>Y</td>
<td>Stock Volatile</td>
<td>stock, dividend, pay, future</td>
</tr>
<tr>
<td>17</td>
<td>13</td>
<td>Y</td>
<td>Stock Volatile</td>
<td>stock, trading, share, market</td>
</tr>
<tr>
<td>18</td>
<td>1</td>
<td>Y</td>
<td>Financial Condition</td>
<td>loss, company, revenue, history</td>
</tr>
<tr>
<td>19</td>
<td>21</td>
<td>Y</td>
<td>Product Defects Lawsuits</td>
<td>product, litigation, liability, claim</td>
</tr>
<tr>
<td>20</td>
<td>4</td>
<td>Y</td>
<td>Property Intellectual</td>
<td>property, intellectual, protect, business</td>
</tr>
<tr>
<td>21</td>
<td>9</td>
<td>Y</td>
<td>Macroeconomic Cyclical Industry</td>
<td>economic, market, condition, industry</td>
</tr>
<tr>
<td>22</td>
<td>30</td>
<td>Y</td>
<td>Customer</td>
<td>customer, contract, revenue, client</td>
</tr>
<tr>
<td>23</td>
<td>11</td>
<td>Y</td>
<td>Infrastructure</td>
<td>information, system, operation, security</td>
</tr>
<tr>
<td>24</td>
<td>2</td>
<td>Y</td>
<td>Regulation Changes</td>
<td>provision, takeover, control, change</td>
</tr>
<tr>
<td>25</td>
<td>26</td>
<td>Y</td>
<td>Competition</td>
<td>competition, market, service, revenue</td>
</tr>
<tr>
<td>26</td>
<td>5</td>
<td>Y</td>
<td>Tax Risks</td>
<td>tax, change, financial, rate</td>
</tr>
<tr>
<td>27</td>
<td>18</td>
<td>Y</td>
<td>Investment</td>
<td>investment, loan, mortgage, interest</td>
</tr>
<tr>
<td>28</td>
<td>27</td>
<td>Y</td>
<td>Stock Volatile</td>
<td>stock, market, fluctuate, volatile</td>
</tr>
<tr>
<td>29</td>
<td>19</td>
<td>Y</td>
<td>Stockholder Interest</td>
<td>stockholder, director, interest, control</td>
</tr>
<tr>
<td>30</td>
<td>3</td>
<td>Y</td>
<td>Product Defects Lawsuits</td>
<td>product, liability, claim, insurance</td>
</tr>
</tbody>
</table>

We first extract and normalize probabilities of 300 words with highest probability from $z_{New}^i$ and the probability of the same 300 words from $z_{Old}^j$ is extracted and normalized. We then apply the hierarchical clustering method to match $z_{New}^i$ with $z_{Old}^j$. We follow Algorithm 2 in previous section to get $60 \times 60$ distance matrices among $z_{New}^i$ and $z_{Old}^j$.

After running the topic matching algorithm, we are able to get matched topic pairs. We include a sample result in Table III comparing risk factors from 2011-2014 dataset and factors from 2015 dataset. We find that 27 out of 30 topics from 2015 can be correctly matched to existing topics. We assign the existing risk factors in Bao and Datta’s study [3] for 28 topics of group A based on word cloud results. Topic A3 has words related to company’s management, and topic A6’s words are more related to business. The existing risk types do not include related topics. We assign new labels on these 2 topics as “Corporate Management” and “Business Condition”.

We also assign new labels on these 2 topics as “Corporation Management” and “Business Condition”. Also, our results only matches to part of the existing risk factors. There are 4 risk factors not included in our results, i.e. catastrophes input price risk, international risk, credit risk, downstream risk. The time period of data in the previous study is from 2006 to 2010 which covers the financial crisis in 2008. It might be the reason that we do not see the 4 risk factors. Therefore, it is reasonable to assume that the difference of time period potentially changes the risk factors in disclosure.
among all years.

To test the robustness of our topic-matching method, we apply the same algorithm on 4 pairs of Sent-LDA model using a rolling window from 2011 to 2015 (See Table IV). While comparing two single-year data, we could successfully match 24 out of 30 topics (80%). The matching accuracy is increased when including more data in training model. When more than two years of data is used (2011-2012, 2011-2013, 2011-2014), we find more than 90% of topics matched correctly.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Matched</td>
<td>80% (24/30)</td>
<td>90% (27/30)</td>
<td>93% (28/30)</td>
</tr>
<tr>
<td></td>
<td>90% (27/30)</td>
<td>93% (28/30)</td>
<td>90% (27/30)</td>
</tr>
</tbody>
</table>

### TABLE IV: Stability of the Topic Matching Process

**B. Risk Factor Model**

We use 30 risk factors from Sent-LDA model as input variables and fit a multi-factor model to investigate the potential effects of different risk factors on stock returns. We apply factor model to predict 3 return variables, i.e. stock return volatility (standard deviation), skewness and kurtosis. Moreover, to investigate the time effect of risk factors, we implement the factor model for the same variables on different time window including 1-week, 2-week, 3-week, 1-month and 2-month ($T = \{7, 14, 21, 30, 60\}$). The details of variables and models are shown in Table V.

**TABLE V: Empirical Factor Models**

\[
\begin{align*}
\text{Model}_d^{T}: & \quad \sigma_d^\text{After} = \sigma_d^\text{Before} + \sum_{j=1}^{30} d_j \\
\text{Model}_d^{T}: & \quad \gamma_d^\text{After} = \gamma_d^\text{Before} + \sum_{j=1}^{30} d_j \\
\text{Model}_d^{T}: & \quad \kappa_d^\text{After} = \kappa_d^\text{Before} + \sum_{j=1}^{30} d_j \\
\end{align*}
\]

- $\sigma_d^\text{After}$, $\sigma_d^\text{Before}$: Stock return volatility after/before filing date.
- $\gamma_d^\text{After}$, $\gamma_d^\text{Before}$: Stock return skewness after/before filing date.
- $\kappa_d^\text{After}$, $\kappa_d^\text{Before}$: Stock return kurtosis after/before filing date.
- $d_j$: The frequency of risk factor $j$ appears in the document $d$.
- $T$: Each model uses stock return $T$ days before and after filing date to calculate $\sigma, \gamma, \kappa$.

We apply the model on collected data from 2011 to 2015 with 30 risk factors. Due to the space limitation, we only include detailed results for one long-term model and one short-term model ($T=60$ and $T=14$ in Table VI). All the models on return volatility are significant with higher R-squared except 1-week model, which indicates significant long-term impact of risk factors on stock return volatility. The linear models on skewness and kurtosis have low R-square value which indicates lower linear relationship between risk factors and the two variables. The significance of single risk factor in different models provide more information on the various impact on stock return. Based on the sign of coefficient, we separate the significant variables into two groups which positively/negatively affects post-disclosure stock return.

In the volatility model, acquisition risk, debt risk, accounting risk are the 3 common risk factors that affect both short-term and long-term stock volatility. Financial condition risk has impact on short-term volatility in 1-week and 3-week models, and customer risk and funding risk only affect on 1-month model. The above risk factors have positive impacts on stock volatility, which implies that disclosing those risks increases the uncertainty on stock returns. Stockholder risk, stock volatile risk, cost/supply risk, and product introduction risk are common risk factors negatively affecting volatility. Down-stream risk and property risk only impact short-term volatility. The disclosure of such risks tend to reduce the stock volatility by revealing more information to investors. And risks related to company’s financial condition are more likely to increase the uncertainty of company’s future performance.

Skewness and kurtosis are higher moments of stock returns which also attracted researchers’ attention. Firms with lower stock return skewness and kurtosis are more likely getting higher average returns and lower risk [32]. The impact of risk factors on skewness and kurtosis of stock return can help investors evaluate future stock performance. The results show that investment risk and stock volatile risk are the common factors which have positive impact on skewness. Acquisition risk, funding risk and tax risk are positively associated with long-term skewness while macroeconomic risk affects only short-term skewness. Human resource risk impacts the skewness negatively. Catastrophes risk and regulation risks have short-term negative impacts and product related risks have long-term negative impacts. Accounting risk and customer risks only have impacts on 3-week model. Models on kurtosis have more significant factors. Funding risk, acquisition risk, debt risk, human resources risk and accounting risk are common factors with positive effects on kurtosis, and financial condition risk only has positive impact on short-term model. Stock related risks, property risk, down-stream risk and management risk have negative effects on kurtosis.

Comparing volatility, skewness and kurtosis models, acquisition risk has positive effect on all three models. It indicates that potential acquisition activity significantly changes investors’ perception on the performance of company. Stock related factors, including stock volatile risk, stockholder risk, shareholder interest risk, downstream risk and cost/supply risk are negatively associated with volatility and kurtosis. Disclosing such risks send information to investors and reduce their perception on future stock risk. According to the results, the significant risk factors have predictive power on company’s stock risk. Impacts from different risk factors provide more detailed information on both positive and negative changes of post-disclosure stock risk instead of single direction prediction.
Furthermore, to investigate the impact progression of risk factors on short-term and long-term stock returns, we compare the coefficients of the common risk factors. Figure 2 shows the coefficient changes of accounting, debt, stock volatile risks in volatility model, human resource risk on skewness model and accounting, debt, intellectual property, cost/supply and stock volatile risks on kurtosis model. In volatility model, the two positively affected factors have highest impacts in 1-week model and the impact decreases to a lower level as the time window increases. The stock volatile risk has less negative impact on the short-term volatility and the impact increases in long-term models. Skewness also receives greatest impact from human resource factor in 1-week model, and the lowest impact is in 3-week model. The progression in kurtosis models is more significant. Both positive risk factors (accounting and debt) and negative risk factors (intellectual property risk, cost/supply risk and stock volatile risk) have less impacts on 1-week model and the effects increased on

![Fig. 2: Sensitivity of Stock Return to Risk Factors Over Time](image-url)
long-term kurtosis. The results show that most of the risk factors have more effects on short-term stock volatility and skewness, and more impact on long-term stock return kurtosis. It is possibly caused by the feature of kurtosis which measures the “tail” of stock return. With the continuous impact from risk factors, the change of stock return distribution will become more significant in long term.

V. CONCLUSION

In this paper, we investigate the effect of risk factors on stock returns using financial risk disclosure textual data. We apply an unsupervised topic modeling method, Sent-LDA, on risk disclosures from public companies’ annual reports from 2011 to 2015 to extract risk factors. We propose a novel algorithm to match topics from new dataset to existed risk factors. We test the algorithm on different datasets, and more than 90% topics can be correctly labeled to the corresponding risk factors.

Then, we include 30 extracted risk factors in multi-factor models to investigate their impact on stock returns. We test the impact on stock return volatility, skewness and kurtosis which represent stock returns risk characteristics. Our results show that some risk factors, such as acquisition risk, are positively associated to stock return risk. Disclosing such risks tends to increase investors risk perception and the uncertainty in the market. On the other hand, more risk factors, such as stock related risks, are negatively associated with three variables. It indicates that the disclosure of these risk factors indeed helps investors on risk evaluation and reduces the uncertainty of the market. Disclosed risk factors also provide various impacts on stock returns with different time window. Moreover, we observe the progression of the common risk factors and find that they have significant impact on short-term volatility and skewness, and long-term kurtosis. Overall, we find that the risk factors from the risk disclosures have significant correlation with stock return volatility, and the risk disclosures provide better information to investors and they do change investors’ risk perception overtime.

In the future, we plan to extend the topic matching algorithm by adding filter conditions to distinguish emerging risk factors. The extended algorithm will be able to map traditional risk factors and notify the user with new risks which can improve the accuracy of topic matching. Furthermore, we plan to apply risk factors extracted from Sent-LDA model to construct and re-balance stock portfolios for better and robust alphas.
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