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Abstract—In this paper we discuss the importance of the
ability to perceive and generate affordances, i.e. opportunities
for behaviour execution. More specifically we show how robots
evolved for the ability to solve a given problem use the ability
to generate affordances for displaying differentiated behaviour
and/or to regulate how their behaviour vary over time.

I. INTRODUCTION

Mobile robots are, by definition, physical system situated in
an external environment displaying behaviors. An important
aspect to consider is the fact that the behavior that these
systems display is not only the result of the characteristics of
the robot but is also the result of the ones of the environment.
More precisely is the result of the bi-directional interaction
between the robot and the environment.

The bi-directional nature of the interaction originates as a
consequence of the fact that: (i) the perceptual environment,
i.e. the sensory state that the robot perceives which depends on
the external environment and on the relationship between the
robot and the environment, influence the actions produced by
the robot, and (ii) the actions produced by the robot influences
the robot/environmental relation or the external environment
which in turn influence the robots perceptual environment.

This fact has two important implications. The first implica-
tion is the fact that the possibility to display a certain behavior
depends on the perceptual environment of the robot, i.e. on
the characteristics of the physical environment, and on the
characteristics of the robots perceptual system. The second
implication is that the possibility to display a certain behavior
depends on the ability of the robot to alter its perceptual
environment through its actions.

We use the term affordance [1], [2] to indicate the perceptual
states that support the exhibition of a certain behavior and the
term affordance generation to indicate perceptual states that
support the exhibition of a certain behavior which are gener-
ated by the robot through the execution of certain appropriate
actions.

In this paper we demonstrate how the capability to generate
affordances represent a prerequisite for the possibility to
displaying multiple behaviors and for the possibility to display
articulated behavior. This will be realized by analyzing the
strategies developed by robots that are evolved for the ability
to solve a certain task in a given environment. This paper is
divided as follow, the next section we will present a series

of experiment that address a task/problem that require the
exhibition of multiple differentiated behaviors. In the third
section we present a task/problem that require the exhibition
of structured sequential behaviors.

II. BEHAVIORAL PLASTICITY

Behavioural plasticity is a special case of plasticity - the
ability of an organism to react to internal or external envi-
ronmental inputs with a change in form, state, movement,
or rate of activity [3, p. 33]. It involves the capability to
display multiple behavioral responses, which might differ in
a continuous or discontinuous way, in a condition-sensitive
manner [4].

Behavioural plasticity constitutes a key aspect of animal
behavior. Indeed, behaviors are often organised in func-
tionally specialised subunits governed by switch and de-
cision points [5]. Examples of elaborate behaviors includ-
ing several different phases regulated through a rich set of
context-dependent rules include the courtship behavior of
the grasshopper [6], the reproduction behavior of female
canaries [7], web construction and predation behaviors in
spiders [3], [8].

Behavioural plasticity is essential for enabling organisms
to adapt to variations of their external and/or internal envi-
ronment. In that respect, it is important to consider that what
matters, from the point of view of the adapting individuals, is
the organisms perceptual environment (i.e., the characteristics
of the environment that the organism perceives given its sen-
sory system and its relative location in the environment). This
means that all environments are variable, from the perspective
of an organism that is situated and performs actions in an
environment, independently of whether they appear variable
or not from the perspective of an external observer.

The term behavioral plasticity refers to agents displaying
behaviors characterised by a functional modular organisation
and displaying the capability to regulate the exhibition of
the different sub-behaviors on the basis of their internal and
external environment. For example in the case of a tennis
player, behavioral plasticity refers to the capability of display-
ing multiple behaviors such as serve and volley (in which the
player serves and then charges forward to the net), lob (a shot
in which the ball is lifted high above the net) etc. and to
the capability to select the appropriate behavior depending on



the game context, for example the ability to execute a drop
shot behavior, that consists in hitting the ball just over the
net, when the opponent is far from it. The term behavioral
plasticity should not be confused with neural plasticity, e.g.,
fine-grained modifications of the connection weights of the
agents nervous system [9].

In [10] we studied experimentally how evolving robots
can acquire and display behavioral plasticity, i.e., a series of
behaviors that are exhibited in a context-dependent manner.
In particular, we studied whether behavioral plasticity evolves
during the course of the evolutionary process, and mainly
which are the prerequisites for its evolution, and which are
the mechanisms through which it is realized. The comparison
of the results obtained in different experimental conditions
indicates that the most important prerequisite for the evolution
of behavioral plasticity is the capability to perceive and gener-
ate affordances, i.e., opportunities for behaviors [1], [2]. This
capability depends on the richness of the robots perceptual
environment that, in turn, depends on the richness of the
robots internal and external environments, on the richness of
the robots sensorymotor system, and on the ability to exploit
sensorymotor coordination. In this section, we will present
the results showing how the affordance generation mechanism
enables the existance of behavioral plastic solutions.

A. The method, the task and the robot

For studying this issue, we used a cleaning task in which
a robot has to clean an indoor environment, i.e., visit at least
once each portion of 20x20cm, with a central and a peripheral
area and which the dimensions vary along the different trials
(the shape of the environment can be seen in Fig. 1, the exact
dimensions can be seen in [10]). Each robot was evaluated
in 3 trials, during 6m15s, with different initial positions and
orientations and environmental dimensions. The robot used
was a MarXbot [11], a differential drive wheeled robot with
a diameter of 17cm. The robot is equipped with 24 infrared
sensors evenly distributed along the robots body and capable of
detecting objects in a range of 10cm. Moreover, it is equipped
with a rotating laser sensor capable of detecting obstacles at
longer distance. Experiments were run in simulation using the
FARSA open-software tool [12], [13] that includes an accurate
simulator of the robot and of the environment.

The robots are provided with a feed-forward neural network
controller. In all experiments, the robots are equipped with
eight sensory neurons that encode the average activation state
of eight groups of three adjacent infrared sensors each and
two motor neurons that encode the desired speed of the two
robots wheels. The sensory neurons are fully connected with
the motor neurons and motor neurons are provided with biases.
The state of the motor neurons is computed on the basis of
the logistic function. The state of the sensory neurons and
the desired speed of the robots wheels are updated every 50
ms. Experiments have been replicated in the following two
experimental conditions:

(T) Time: The robots are provided with an additional sen-
sory neuron that encodes the time passed since the beginning

of the current cleaning session (trial), i.e., whose activation
state linearly varies between 1.0 and 0.0 during the course
of the trial. This sensor has been added to enable the robot
to vary the behavior during the course of cleaning sessions.
Notice that this sensor enables the robot to access information
extracted from the robots internal environment (e.g., a robot
clock situated inside the robot body), while the other sensors
enable the robot to access information extracted from the
external environment

(R) Range sensor: The robots are provided with an addi-
tional sensory neuron that encodes the average distance of
obstacles located within 1 m detected through the rotating laser
range sensor. This sensor has been added to enable the robot
to vary its behavior in narrow versus open areas

The evolutionary algorithm used consisted in a initial popu-
lation of 20 randomly generated genotypes, which encoded the
connection weights and biases of 20 corresponding individual
robots (each parameter was encoded by 8 bits and normal-
ized in the range [5.0, +5.0]). The fitness of each trial was
calculated by counting the percentage of 2020cm portions of
the environment that were visited from the robot at least once
during the trial. The total fitness was calculated by averaging
the fitness obtained during the three trials. All individuals were
allowed to generate an offspring that was also evaluated for
three trials. The 20 offspring were generated by creating a
copy of the parent genotype and by mutating each bit with a
2% probability. The genotype of offspring was used to replace
the genotype of the worst parents or discarded depending
on whether or not offspring outperformed the parents. The
genotypes of the initial population were generated randomly.
Each evolutionary experiment was replicated 20 times starting
from different randomly generated initial populations.

B. Results

In [10] we demonstrated how behavioral plasticity, i.e., the
ability to display and regulate multiple behaviors, can enable
the adaptive robots to achieve better performance and that the
emergence of behavioral plastic solutions depends on the char-
acteristics of robots neural controllers. In the present work, we
are interested in the qualitative behavior of behavioral plastic
controllers in order to show how the affordance generation
mechanism is an important underlying mechanism that allow
the evolution of behavioral plastic controllers.

In the fig. 1 we can see that the best evolved robots from
(T) and (R) are able to display at least two well-differentiated
behaviors assuming different functions. A first behavior for
cleaning the central area, exploratory behavior, and a second
one for cleaning the peripheral areas, wall-following behavior.

Before doing the qualitative analysis of the behaviors, it
is important to point out that the behavior displayed by an
embodied and situated agent is a dynamical process unfolding
in time that results from the robot/environmental interactions.
This implies that the organization of behavior/s varies at
different timescales. Moreover, this implies that the sensory
states experienced by the robot at a given time step are
co-determined by the actions produced by the robot during
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Fig. 1. Typical trajectory displayed by the best robots of the two experimental
conditions. The portions of the trajectory produced during the first, second,
and third part of the trial (i.e. from step 1 to 2500, from step 2501 to 5000,

and from step 5001 to 7500, respectively) are shown with different colors and
line style.

previous robot/environmental interactions. If we use the term
affordance introduced by [1] to indicate sensory states that
elicit the production of specific behaviors, this implies that
the affordances are not only extracted through sensors from the
internal and/or the external environment but are also generated
by the robot itself through actions.

This means that even robots using a simple navigation
strategy, for instance going straight when no sensor is active,
and turning when the front sensors become activated, at a
short timescale (i.e., at a timescale of seconds) tend to exhibit
at least two different low-level behaviors: (1) an obstacle-
avoidance behavior that consists in turning while the robot
detects an obstacle on its frontal side, and (2) a move-forward
behavior that consists in moving straight or almost straight
while the robot does not detect obstacles in its frontal side.
This implies that there exist behavioral plasticity also at this
short timescale. These solutions arise often on evolutionary
robotics navigation experiments since they play a functional
role (i.e., it enables the robot to avoid being stuck and
to keep exploring the environments) and also because it is
supported by the availability of always-available and easy-to-
use affordances. This also implies that plasticity is not a binary
but rather a continuous property. The greater the number of
behaviors/complexity of the sub-behaviors exhibited by a robot

is and the greater is the range of timescales at which the robot
exhibits differentiated behaviors, the greater the behavioral
plasticity of the robot is.

This ideal situation, however, in which the robot can rely
on robust and ready-to-use affordance states only characterises
few lucky cases (incidentally, this probably explains why the
combination of obstacle-avoidance and navigation behaviors
represents a widely used experimental scenario in robotics).
In other cases, the affordance states supporting behavior
differentiation and arbitration should be extracted through
internal elaboration and/or generated through the exhibition
of appropriate behaviors. In the rest of this section, we focus
exclusively on the longer timescale.

As we have seen in the Fig. 1, both the best robots displayed
behavioral diversification at the longer timescale, e.g., it re-
quires the exhibition of an exploration and a wall-following
behavior lasting for minutes. In this case, however, the robot
cannot rely on ready-to-use affordances that indicate when
the robot should display the first or the second behavior and
when the robot should switch from one to the other behavior.
To achieve this kind of behavioral plasticity, the evolving
robots should find a way to: (1) keep producing the same
behavior for a prolonged period of time, (2) switch behavior
at the right moment, and (3) realize a suitable transition during
behavior switch. We will illustrate in details how the evolved
robots manage to master these requirements in the different
experimental conditions in the next three sub-sections.

1) Producing behaviors for prolonged periods of time:
All evolved robots solve the problem of producing a given
behavior for a prolonged period of time by realizing each
behavior in a way that ensures that they keep experiencing
stimuli of the right type during the execution of that behavior.
In cases in which the robots should exhibit two differentiated
behaviors, i.e., an exploration and a wall-following behavior,
this implies that they should realize the former and the latter
behaviors in a way that ensures that they keep experiencing
stimuli of type 1 and 2 while they exhibit the former or the
latter behavior, respectively, and should react to the stimuli of
the two types by producing actions that enable them to keep
producing the former or the latter behaviors, respectively. The
two classes of stimuli, thus, assume the role of affordances
for the first and for the second behaviors, respectively. These
affordances are not directly available from the environment,
as in the case of the states affording the obstacle-avoidance
and move-forward behavior discussed above, but are generated
by the robots themselves through their actions (i.e., through
the ability to realize each behavior in a way that ensures that
the robot keeps experiencing the corresponding affordances).
This form of dynamical stability presents some similarities
with the one that can be obtained in situated agents through
homeokinesis [14], a task-independent learning process that
can enable situated robot to synthesize temporarily stable
behaviors, though the mechanism and the processes through
which this is realized are completely different.

All robots displaying multiple behaviors (i.e., (T) and (R)
robots) exploit this affordance generation mechanism. How-



ever, the (T) robots also exploit other additional mechanisms
that enable the robots to keep producing each behavior for a
prolonged period of time. Thus, let us start by describing the
strategy used by the best (R) robot that only relies on this
affordance generation mechanism.

The best (R) robot realizes the exploration behavior by
moving forward far from obstacles and by turning left near
obstacles located in its frontal and frontal-right side and
realizes the wall-following behavior by moving forward along
walls when it perceives an obstacle on its left side and
by turning left when the activations of its left-side sensors
decrease (see Fig. 1, bottom). By behaving in this way, the
robot ensures that it keeps experiencing sensory states of type
1 during the exploration behavior and sensory states of type
2 during the wall-following behavior (where type 1 includes
states in which the infrared sensors are not activated or in
which the frontal or right infrared sensors are activated and
type 2 includes states in which the left infrared sensors are
activated). In other words, as we said above, the problem of
keep producing the two behaviors for prolonged period of time
is solved by producing each behavior in a way that ensures
that the robot keeps experiencing stimuli affording the same
behavior (i.e., stimuli that elicit actions which lead to the
production of the same behavior).

In (T) robots, the cue provided by the temporal neuron co-
determines the behavior produced by the robot and, conse-
quently, is used to keep producing the current behavior for
a prolonged period of time. Indeed, whether the robot keeps
producing the exploration behavior or switches to the wall-
following behavior also depends on the state of the temporal
neuron. On the other hand, the state of the time neuron
influences the duration of the exploration behavior only during
a critical phase, i.e., when the state of the time neuron is
smaller than 0.6 and greater than 0.4 (see Fig. 1, top). During
the rest of the trial, the ability of the robot to keep produc-
ing the exploration behavior or the wall-following behavior
relies on an affordance generation mechanism analogous to
that described above for the best (R) robot. Interestingly,
in the case of the best (T) robot, the temporal neuron is
also used to progressively vary over time the way in which
the exploration behavior is realized so as to regulate the
probability that the robot keeps experiencing sensory state
affording the execution of this behavior. Indeed, by initially
moving forward and turning left of several degrees, the robot
eliminates, completely, the possibility to encounter a wall on
its left side (i.e., the possibility to experience stimuli affording
the alternative wall-following behavior). Then, by moving
forward and progressively reducing the angle of turn over time,
the robot becomes progressively kinder with respect to the
possibility of experiencing stimuli affording the wall-following
behavior. This brings us to the question of how robots manage
to switch behavior.

2) Switching between alternative behaviors: The problem
of switching between different behaviors is also solved through
affordance generation. To understand how robots can act in a
way that enables them to both experience stimuli affording the

current behavior and stimuli affording the alternative behavior,
we should reformulate the definition of affordance generation
in probabilistic terms. Evolved robots solve the problem of
producing a given behavior for a prolonged period of time and
the problem of switching behavior by realizing behaviors in a
way that ensures that they keep experiencing stimuli affording
the current behavior with a given high probability and stimuli
affording the alternative behavior with a given low probability,
respectively.

All evolved robots solve the problem of keep producing the
same behavior for a prolonged period of time and the problem
of switching behavior in this way. However, the (T) robots also
rely on additional complementary mechanisms, as we illustrate
below.

In the case of the best (R) robot, the switches from the
exploration behavior to the wall-following behavior occur
when the robot encounters a wall on its frontal-left side during
the execution of the exploration behavior (see Fig. 2, top),
a situation that occurs with a low probability for the reason
described in the previous section. Overall, this means that the
exploration behavior is realized in a way that the robot keeps
experiencing stimuli affording the exploration behavior most
of the time, while occasionally experiencing stimuli affording
the alternative behavior. Clearly, this is an example of how the
simultaneous evolution of form and regulation can be solved.
The same mechanism is responsible for behavior production
(i.e., the prolonged production of the same behavior) and for
behavior switch. This affordance generation strategy enables
the best (R) robot to switch from the exploration to the wall-
following behavior at the optimal moment on the average
but with a high variability among trials (the robot switches
at 2.99+£1.02min, 500 trials). The high variability negatively
impacts on performance since it often leads to situations in
which the time dedicated to the two behaviors is unbalanced.
The problem is particularly serious when the switch from the
exploration behavior to the wall-following behavior occurs too
early, since circling along the periphery of the environment for
more than one lap is useless. This probably explains why the
best robot of the (R) experimental condition also developed
an ability to switch back from the wall-following behavior
to the exploration behavior when the robot encounters a wall
frontally after exiting from a peripheral corridor (see Fig. 2,
bottom). This latter ability is lacking in the best robots of
the other (R) replications that consequently achieved lower
performance. In other words, the best (R) robot is capable of
displaying reversible behavioral switch.

In the case of the robot evolved in the (T) experimental
condition, the switch is regulated by both the stimuli expe-
rienced by the robot (i.e., by affordance generation) and by
the cue provided by the robots internal clock. This double
regulation enables the best (T) robot to carefully balance
the time allocated to the two types of behavior and to re-
duce the variability among trials (i.e., the transition occurs
3.1740.11min, 500 trials). The double regulation process was
observed in the analysis of the trajectories produced by the
robot during a series of trials in which the robot always starts
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Fig. 2. Tllustration of how the best (R) robot switches from the exploration
to the wall-following behavior and vice versa (left and right, respectively)

from the same position and in which the orientation of the
robot and the state of the time neuron are systematically varied
(data not shown, see [10]). Whether the robot switches or not
to the wall-following behavior depends both on the state of
the internal clock and on the state of the infrared sensor that
the robot experiences when it approaches the wall. Overall,
this shows that whether the switch between the two behaviors
occurs or not depends both on the state of the internal clock
and on the way in which the exploration behavior is realized
which, in turn, influences the type of stimuli that the robot
experiences. As mentioned above, in the case of the best (T)
robot, the state of the time neuron is not only used to regulate
the probability that the robot switches behavior directly (the
probability that the robot initiates a wall-following behavior in
a given relative position in the environment) but is also used to
regulate the way in which the exploration behavior is realized
which, in turn, influences the probability that the robot will
later experience stimuli affording the wall-following behavior.

3) Realizing suitable and effective behavior transitions:
The large variability in the transitions presented by the best (R)
robot is strongly reduced by the (T) robot granting them a per-
formance advantage over (R). This timely transition is possible
through the use of preparatory actions based on the internal
clock. As presented above, the (T) robot progressively changes
its behavior which not only makes the exploratory behavior
more effective, but also changes the probability of generating
the affordance for the wall-following behavior as time goes by.
Actually, this affordance generation complemented through the

specific preparatory action of getting closer to the wall in the
critic period,i.e., at intermediary values of the internal clock
(as can be seen in the middle part trajectory in Fig. 1, top).

III. COGNITIVE OFFLOADING

Developments in psychology, neuroscience, linguistics,
robotics and philosophy have clarified that cognition cannot
be studied properly without taking into sufficient account the
role of the body, action and the external world [15], [16], [17],
[18], [19], [20], [21]. The agents body and the environment
in which it is situated provide a great deal of structure
that is used to operate appropriately. Consequently, in many
cases the internal capabilities required are much simpler than
those previously hypothesized within disembodied accounts.
For example, moving around in a city does not necessarily
require an elaborate representation of the citys layout. The
ability to recognize a limited number of turning decision points
combined with the ability to just follow the street between
decision points might suffice [22]. Similarly, baseball players
do not need to estimate the trajectory of the flying ball to
be intercepted through complex calculations. They can simply
adjust their running speed so as to maintain the relative angle
between their eyes and the ball constant [23].

Exploitation of the information that can be extracted directly
from the environment and of the effects of situated actions do
not only affect the agents low-level capabilities. Embodied
and embedded strategies (like those described above) co-exist
and interact with different strategies that are less dependent
on agent/environmental interactions and more dependent on
internal processes at all levels of organization [19]. How-
ever, the relation and the interaction between strategies and
capabilities that differ in that respect have not yet been
investigated. Consequently, the question of how these different
types of strategies can be integrated from an operational and
developmental perspective is still open. In particular, one
important question that needs to be answered is the following:
Is cognition truly seamless implying a gentle, incremental
trajectory linking fully embodied responsiveness to abstract
thought and off-line reason? Or is it a patchwork quilt, with
jumps and discontinuities and with very different kinds of
processing and representations serving different needs ? [19].

In [24] we investigated the relation between the develop-
ment of reactive and cognitive capabilities. In particular we
demonstrated how the development of reactive capabilities
promotes the development of cognitive capabilities. For this
purpose, we defined cognition as the ability to integrate
sensory-motor information over time into internal states and to
use these internal states to regulate the way the agent reacts
to perceived stimuli. The term cognition is often used in a
more restricted way. In the above definition, we focus on a
fundamental capacity that is at the basis of all cognitive capa-
bilities (e.g. perception, memory, attention, decision-making,
reasoning, language, etc.).

Specifically, the reactive capabilities studied are related to
one aspect that is particularly relevant from the viewpoint of
the relation between reactive and cognitive strategies which



is called cognitive offloading. In other words, the possibility
of offloading cognitive work onto the environment [25], [26],
[27]. In particular, the possibility of acting so as to encode
the states that can be used to regulate the agents behavior
onto the external environment and/or onto the relation between
the agent and the environment. In fact, the possibility of
encoding the required states internally or externally suggests
that cognitive strategies and reactive strategies (that rely on
cognitive offloading) represent two alternative but functionally
equivalent modalities. A simple example of cognitive offload-
ing related to everyday human life is crossing two fingers so to
avoid forgetting to perform a certain action [27], [28], [29]. An
example of cognitive offloading realized in a robotic scenario
consists of dropping markers in the environment that are used
to find the way back to the home location [30].

In this section we present an analysis of the qualitative
behavior of the evolved agents in order to show how the
affordance generation mechanism allowed the use of cognitive
offloading as preparatory actions for making a decision in a
delayed-response task. As demonstrated in [24] the cogni-
tive offloading mechanisms evolved promoted the posterior
development of solutions relying also on the use of internal
information.

A. The method, the task and the robot

The robot and the evolutionary method were the same
presented in the previous section, the main changes are the
task and the neural controller. The task consisted of a delayed-
response task, more specifically a double T-Maze (see fig. 3)
that included four different destinations and two types of stim-
uli that could be experienced in four different corresponding
patterns (left-left, left-right, right-left, right-right). The robot
starts at the bottom of the central corridor and based on the
stimuli perceived at the beginning of this corridor, it has to
properly turn at the junctions in order to arrive to the target
area.

Evolving robots are provided with a continuous recurrent
neural network controllers (see [31], [32]). The sensory layer
includes eight sensory neurons that encode the average acti-
vation state of eight groups of three adjacent infrared sensors,
six neurons that encode the average activation of the rotating
scanner over sixty degrees, and eight neurons that encode
the percentage of green and blue pixels detected in four
ninety degrees sectors of the visual field of the camera. These
input neurons are fully connect both to a continuous recurrent
hidden layer with 6 neurons, and to 2 motor output neurons.
The activation function used for each neuron was a standard
sigmoid. For more detailed information about the method, the
task and the robot see [24].

B. Results

The trajectories produced by the best evolved robot can be
seen in Fig. 3, this robot achieved a performance of 96.3%
in a post-evaluation test of 600 trials. In fact, the behavioral
analysis of this robot indicates that the experienced signals
are used to systematically alter the positions assumed by the

Y coordinates (m)

X coordinates (m)

Fig. 3. Trajectories produced by the best robot over 300 trials. Full and
dashed lines indicate successful and unsuccessful trials, respectively. The color
indicates the corresponding target destination (magenta: left-bottom, blue: left-
top, cyan: right-bottom, and yellow: right-top).

robot at the end of the central corridor (Fig. 3). These positions
influence the type of stimuli the robot experiences at the first
junction which, in turn, determine whether the robot will turn
left or right at the junction. The position of the robot at the
end of the first corridor also influences how the turning is
realized, i.e., whether the robot produces a tight turn or a wider
one, and consequently the position assumed by the robot in
the second corridor. Indeed, after experiencing the right-right
signals the robot assumes the right most position at the end
of the first corridor and then a right position in the second
corridor. By contrast, after experiencing the right-left signals
the robot assumes the central position at the end of the first
corridor and then a left position in the second corridor. This
ability to differentiate the relative position assumed in the
second corridor on the basis of the position assumed at the end
of the first corridor enables the robots to turn in the appropriate
direction also at the second junction. The same things happens
when the robots travel towards the other two left destinations.

The four behaviors displayed by this robot (indicated by
the trajectories shown in magenta, blue, cyan and yellow
in Figure 3) are dynamical processes that arise from the
robot/environmental interactions and that converge toward four
fixed-point attractors. These basins of attraction enable the
robot to reach four different destinations without varying
the way it responds to perceived stimuli (i.e. by using a
reactive strategy that always responds in the same way to
the same stimuli independently from the stimuli experienced
before). This can be explained by considering that the way in
which the robot reacts to perceptual stimuli and the way in
which perceptual stimuli change (as a function of the action
performed by the robot and of the characteristics of the local
portion of the environment) ensure that the robot keeps moving
towards the correct destination while remaining in the current
basin of attraction. To solve the problem, therefore, the robot
only needs to enter into the appropriate basin of attraction in
the first corridor while it perceives the green stimuli.

So the selection of the appropriate behavior (i.e. the conver-
gence toward the appropriate basin of attraction) is the result of
the bifurcation process that occurs in the first corridor and that



is regulated by perception of the green stimuli. In other words,
it is the result of the fact that while the robot travels along
the first corridor, it varies its position and orientation on the
basis of the perceived green stimuli in a way that ensures that
at the end of the first corridor the robot assumes a position
and orientation that enable it to enter in the right basin of
attraction.

At this point, the use of the affordance generation mecha-
nism is clear also in this task. Following the same principle
presented in the previous section, that the stimuli experi-
enced by the robot in a given time step is co-determined
by the actions produced by the robot during previous
robot/environmental interactions. In this particular task, we see
that the position of the robot at the junctions is determined by
its actions at the time it encounters the green stimuli. This sort
of preparatory action creates a stimulus differentiation at the
time a turn has to be made, facilitating the decision making
process.

This possibility of encoding information on external vari-
ables related to the agent/environment relation is crucial for
developing cognitive capabilities. The demonstration of this
fact is beyond the scope of this paper, for detailed results and
analysis see [24]. The possibility to operate either relying
on cognitive offloading through the affordance generation
mechanism, or relying on internal information integrated over
time guarantees the synthesis of a robust and effective solution
for the studied task.

IV. CONCLUSION

In this paper we described two sets of experiments that
require the exhibition of differentiated behavior. More specif-
ically we described a series of experiments in which a robot
was evolved for the ability to vacuum clean variable envi-
ronments and for the ability to navigate to the appropriate
destination by alternating turning/left or turning/right behavior
with move straight behaviors. The analysis of the results
indicates that in both cases the evolved robots rely on an
affordance generation mechanism.

More specifically, the results described in section II indicate
that the mechanisms that support the evolution of behavioural
plastic solutions characterized by multiple differentiated be-
haviours are the ability to perceive affordances (i.e. percep-
tual states encoding opportunities for behaviours) and the
ability to realize smooth and effective transitions between
different behaviours. The perception of affordance constitutes
a prerequisite for the possibility to develop differentiated
behaviour and for the possibility to effectively arbitrate them,
i.e. selecting the behaviour that is appropriate for the cur-
rent robot/environmental context and regulating the duration
of each behaviour. The required affordances are generated
by realizing each behaviour in a way that ensures that the
robot keeps experiencing sensory state affording the current
behaviour with a given high probability and sensory states
affording alternative behaviours with a given low probability.

Moreover, the results described in section III indicates that
the problem of generating an articulated behaviour that involve

the production of a series of differentiated sub-behaviours
over time is solved by offloading in the robot/environmental
relationship the information that can be used to determine the
behaviour that should be produced by the robot during the
different navigation phases.
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