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Abstract—Target tracking is a challenging task in computer
vision. It aims to detect and track particular objects in sequences.
Illumination variation, motion of target, occlusion and back-
ground clutter make target tracking extremely challenging. We
propose an novel online target tracking method which based on
extreme learning machine(ELM). This tracking method consists
of three modules: training, tracking and classifier update. The
training stage aims to train ELM by using the training set.
Extracting histograms of oriented gradients (HOG) features in
the first frame of each sequence for training ELM. Then the
tracking stage will make predictions about the object position
and detect the target in candidate regions. A simple object
motion model is designed to predict the object position. Finally,
according to tracking results, the classifier can be updated for
online learning. A large number of experimental results have
validated this proposed method.

I. INTRODUCTION

Target tracking is a significant topic in computer vision re-
search field. It includes many applications like intelligent video
surveillance, smart rooms, intelligent transportation, driver
assistance and other fields. Target tracking can be divided
into generative methods [1] [2] [3] [4] [5] and discriminative
methods [6] [7] [8] [9].

Generative algorithms use some generative process to de-
velop the target model and use it to find regions that are most
similar to the object. The purpose of generative algorithms
is to establish image representations to facilitate robust track-
ing. Some popular generative methods include the l1 tracker
[3], which represents the object by a sparse combination of
overcomplete basis vectors and incremental visual tracking
(IVT) [1]. And the IVT represents the target by learning an
incremental subspace model. Since the background factor is
not considered, generative methods are only suitable for less
complex environments.

Compared with generative algorithms, discriminative track-
ers perform better in the case of background clutter and
occlusion while considering the background as an important
factor. These algorithms use a discriminative model to rec-
ognize the object from background and update the object
model by new samples coming in. Some typical trackers in
this category are tracking-learning-detection (TLD) [7] [10],
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online adaboost (OAB) [6] [11] [12] and multiple instance
learning (MIL) [13]. Although widely used, these algorithms
raise some issues. In term of updating, the performance of
the classifier greatly depend on the updating samples. Some
trackers [6] [14] [15] only use some negative samples and
positive samples to update the model. As the target model
updates with noisy and potentially misaligned samples, this
often cause drift or error detection. Moreover, classifiers which
used in many existing algorithms may not be good enough
to discriminate the target from background such as the OAB
tracker [6] [12]. In the OAB tracker, there are N number of
selectors which are composed by a series of weak classifiers.
When new data arrives, each of the weak classifier is updated.
It can be seen that this method needs to establish a number of
weak classifiers and the selection of weak classifiers directly
influences the tracking results.

Trying to solve these problems, this paper proposes a novel
target tracking method for online learning based on ELM.
This method combines the ELM model, the target prediction
method, the search mechanism and the update mechanism into
a framework. Experiments have shown that the classifier used
in this algorithm has a good ability to distinguish between
background and the target. Furthermore, the update mechanism
used in this paper analyzes sub-optimal positive samples and
false positive samples such that the overall tracking perfor-
mance is improved in the occluding and changing scenes.

The subsequent arrangement of this paper is as follows: Sec-
tion II demonstrates the framework of this proposed algorithm.
Section III shows the extraction of HOG features. ELM is
explained in section IV. Section V gives the details of updating
process. Section VI analyses the Experimental results. Finally,
a conclusion is presented in Section VII.

II. SYSTEM ARCHITECTURE

The proposed method consists of three modules as shown
in Fig. 1: training, tracking and classifier update.

The training module aims to train ELM by using the training
set. The training set which consists of positive samples and
negative samples is captured from the first frame of each
sequence. Positive samples are the marked target regions and
negative samples are selected randomly from background. It



Fig. 1. Architecture of the proposed target tracking method.

is the fundamental module of target tracking. Fig. 2 presents
the procession of training stage.

Fig. 2. The process of training stage.

The tracking stage predicts target positions and detects
the targets in candidate regions. There are four steps in the
tracking stage.

(1) Estimating the target position of the current frame
according to its locations in previous frames. A simple motion
equation used for the target prediction is determined by:

rt = rt−∆t + v ∗∆t, (1)

where rt is the predicted target location of the current frame,
rt−∆t is the target location in the last frame and v is the speed
calculated by target locations in previous frames.

(2) Using the sliding window approach to extract HOG fea-
tures in candidate regions. The candidate regions are derived
based on the predicted location.

(3) Putting HOG features into the trained classifier.
(4) The ELM classifier judges the window is background

or a target.
In the classifier update stage, the system judges whether to

update based on outputs of the current frame. If there is a need
to update, the system obtains updating set and puts it into the
ELM for updating. The updating set is obtained by detecting
results in the current frame.

III. EXTRACTION OF HOG FEATURES

HOG [16] that first used in pedestrian detection was pro-
posed by Dalal et al. It is mainly used to calculate the oriented
gradients of the local area and describe the contour feature
of the target. The extraction process of HOG features can
be summarized as follows: Firstly, the image is divided into
non-overlapping regions, which are called cells. The adjacent



cells form overlapping regions called blocks and the adjacent
blocks form overlapping regions called windows. Secondly,
the gradient orientation and amplitude of each pixel are
calculated. Then a histogram for each cell is accumulated.
Then normalizing the histograms of all cells in a block. Finally,
the HOG feature is formed by concatenating all histograms.
Fig. 3 illustrates the extraction process of HOG features.

Fig. 3. Extraction of HOG features.

Compared to other feature description methods, the HOG
feature has a lot of advantages. First of all, HOG is robust
to the geometric and optical deformation because it only
represents the local information of an image. Secondly, some
small changes in the target (slight rotation, etc.) won’t affect
extraction results. Currently, the combination of HOG and
SVM has been widely used in image recognition, especially
in pedestrian detection.

IV. EXTREME LEARNING MACHINE

ELM is a generalized SLFNs. It was first proposed by
Huang et al. [17] [18]. ELM algorithm is better than traditional
neural network algorithms because it can randomly generate
the weights between the hidden layer and input layer. There-
fore the training time is significantly shortened. As ELM has
a good performance on the binary classification problem, this
paper uses ELM as the classification model of target tracking.
In this paper, the ELM structure is shown in Fig. 4

In the training phase, given N0 training samples (xj , tj),
where j = 1, 2, ..., N0. xj is the feature vector of the jth
sample, xj = [xj1, xj2, ..., xjn]T ∈ Rn. tj is the label of the
jth sample, tj = [tj1, tj2, ..., tjm]T ∈ Rm. The equation for
calculating the output value of the jth sample is given by

L∑
i=1

βigi(xj) =

L∑
i=1

βg(wi · xj + bi) = oj , j = 1, ..., N0. (2)

In equation (2), g(x) is the activation function. This method
uses the sigmoid function as the activation function, which
S(x) = 1

1+e−x . βi is the weight vector between the ith hidden

Fig. 4. The structure of ELM based model of target tracking: n is the number
of input nodes. L is the number of hidden nodes. m is the number of output
nodes.

node and the output nodes and βi = [βi1, βi2, ..., βim]T . wi is
the weight vector between the input nodes and the ith hidden
node, where wi = [wi1, wi2, ..., win]T . bi is the bias of the ith
hidden node. Equation (2) can be written as

H0β0 = T0, (3)

where H0 is the output matrix of hidden layer:

H0 =

 g(w1.x1 + b1) ... g(wL.x1 + bL)
... ... ...

g(w1.xN0
+ b1) ... g(wL.xN0

+ bL)


N0×L

.

(4)
The ELM algorithm aims to minimize the error of outputs.

Minimize :‖ H0β0 − T0 ‖2 . (5)

Since wi and bi are randomly generated in the training phase,
the H0 matrix can be calculated in advance. By using the least
square method, the calculation of β0 can be written as:

β0 = H0
†T0, (6)

where H0
† is the pseudo-inverse matrix of H0. Under the

condition of rank(H0) = L, H0
† can be calculated by H0

† =
(H0

TH0)−1H0
T . The equation of β0 is as follows:

β0 = K0
−1H0

TT0, (7)

where K0 = H0
TH0.

V. UPDATING OF THE CLASSIFIER

The target and background may change in the tracking
process, this paper therefore proposes a constructive learning
algorithm based on ELM [17] [18]. The update process can



be summarized as follows: First of all, the system judges
whether to update according to outputs of the classifier. If
necessary, regions around the target will be selected as positive
samples and regions in background will be selected randomly
as negative samples. Finally, the system extracts features from
the updating set and puts HOG features into the classifier for
updating. Fig. 5 illustrates an example of the classifier update.
In Fig. 5, positive samples are marked with red bounding boxes
and negative samples are marked with green bounding boxes.

Fig. 5. An example of the classifier update.

The parameters H0 and β0 of the classifier are updated. The
updating equations [18] of the (k+1)th tracking image are as
follows:

Pk+1 = Pk−PkHk+1
T (I+Hk+1PkHk+1

T )−1Hk+1Pk, (8)

βk+1 = βk + Pk+1Hk+1
T (Tk+1

T −Hk+1βk), (9)

where Kk+1 = Kk +Hk+1
THk+1 and Pk+1 = K−1

k+1.
Using the positive samples with serious occlusion or drift

to update the classifier may cause error detection or target
drift.. Fig. 6 shows an example of error detection in the
Coke sequence. In Fig. 6, frame 38 is updated with serious
occlusion. Then the occlusion is regarded as a new target in
subsequent frames. The red bounding box is the detection
box after updating and the blue bounding box is the ground
truth. An automatic judging mechanism is also included in this
method to address the samples occlusion and drift problems.

The classifier won’t be updated if the automatic judging results
in this algorithm shows the samples are seriously occluded or
shifted.

Fig. 6. An example of error detection in the Coke sequence.

VI. EXPERIMENTS

A. Database

This paper uses the benchmark dataset [19] to evaluate our
algorithm. All sequences used in this paper are available on the
http://www.visual-tracking.net. Fig. 7 shows sequences used in
our experiments and the red bounding box is the target from
the first frame of each sequence.

Fig. 7. Experimental sequences from the benchmark dataset.



TABLE I
TRACKING RESULTS ON THE BENCHMARK DATASET

Algorithms success(AUC)
OURS 59.6%

ASLA [21] 50.9%
DFT [22] 48.7%
TLD [10] 46.0%
CSK [8] 45.5%
CXT [9] 43.4%
VTS [5] 40.6%
IVT [1] 40.0%

VTD [23] 39.4%
MIL [13] 38.9%

B. Parameters

A large number of experimental results show dimensions
of HOG have little effect on the tracking results. In order to
simplify the experimental parameters and improve the tracking
efficiency, the dimension of HOG for each image is fixed.
HOG parameters are set as follows: linear gradient voting into
9 orientation bins in 0◦-360◦. The window size is close to the
target’s size in the first frame. Moreover, it can be divisible by
4. Then block size, block stride and cell size can be calculate
as follows:

block size = 0.5 ∗ window size, (10)

block stride = cell size = 0.5 ∗ block size. (11)

Therefore, the dimension of each HOG is 324. The number
of hidden nodes is set to 300.

C. Evaluation

To quantify the performance of the experiment fairly, this
paper uses success plots for our evaluation [19] [20].

Being a correct tracking, the overlap area a0 between the
tracked rectangle area Bt and the ground truth rectangle area
Bgt must exceed the given threshold by the equation:

a0 =
area(Bt ∩Bgt)

area(Bt ∪Bgt)
. (12)

The success plot illustrates the percentages of correct track-
ing frames at the thresholds in the range of 0 to 1. Since the
area under curve (AUC) of success curve is more accurate
than the value at one specified threshold of plot, this paper
uses AUC scores to evaluate and rank the tracking algorithms
in this paper.

D. Results

The tracking performance of our proposed method and other
other well-known tracking algorithms is shown in Fig. 8. Table
I shows tracking results of the top 10 trackers. Obviously, the
algorithm we proposed performs better than state-of-the-art
methods by 8.7 percentage.

Furthermore, the benchmark dataset sequences are labelled
with different properties: scale variation, out-of-plane rotation,
in-of-plane rotation, fast motion, occlusion, low resolution,

Fig. 8. Success plots of different algorithms.

illumination variation, deformation, motion blur and back-
ground clutter. These attributes are the factors make the
tracking extremely challenging and difficult.

Fig. 9 shows that our update mechanism does improve the
performance when the target region with occlusion, illumina-
tion variation, out-of-plane rotation or in-of-plane rotation.

Due to our the use of the target prediction mechanism and
the discriminative classifier, the method we proposed shows
good robustness with the conditions of background clutter,
motion blur and fast motion. Our algorithm has a better
tracking performance in the case of background clutter, motion
blur and fast motion. Fig. 10 shows success plots for sequences
with attributes: fast motion, background clutter and motion
blur.

In terms of deformation, low resolution and scale variation,
our algorithm is comparable with other methods in Fig. 11.

VII. CONCLUSION

This paper proposes a constructive algorithm for online
learning of target tracking. Different from common track-
ing algorithms, our tracking method does not require many
classifiers but only one classifier. In addition, our tracking
algorithm only retains the updating parameters. The number
of positive and negative samples will not increase rapidly as
time goes on. Experiments have shown that the classifier used
in this algorithm has a good ability to distinguish between
background and the target. Since sub-optimal positive samples
and false positive samples are automatically recognized, the
occlusion performance is improved. Moreover, due to the
update mechanism, the method proposed in this paper can
better adapt to the changes of target and background. In
conclusion, the algorithm proposed in this paper outperforms
other common target algorithms.
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