Abstract—This paper presents a new feature extraction algorithm for the challenging problem of the classification of myoelectric signals for prostheses control. The algorithm employs the orientation between a set of descriptors of muscular activities and a nonlinearly mapped version of them. It incorporates information about the Electromyogram (EMG) signal power spectrum characteristics derived from each analysis window while correlating that with the descriptors of previous windows for robust activity recognition. The proposed idea can be summarized in the following three steps: 1) extract power spectrum moments from the current analysis window and its nonlinearly scaled version in time-domain through Fourier transform relations, 2) compute the orientation between the two sets of moments, and 3) apply data fusion on the resulting orientation features for the current and previous time windows and use the result as the final feature set. EMG data collected from nine transradial amputees performing six classes of movements with different force levels is used to validate the proposed features. When compared to other well-known EMG features extraction methods, the proposed features produced an improvement of at least 4%.
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I. INTRODUCTION

The Electromyogram (EMG) signal plays an important role in many applications [1-2]. In particular, EMG proved to be useful in the identification of repeatable patterns of muscular activities, and hence has been successfully used for task discrimination in the myoelectric control of powered prosthetics for amputees [1-3]. Many research studies have been conducted to enhance the various aspects of myoelectric control, such as signal pre-processing [4], feature extraction [5, 6], channel and feature selection [7], classification and other areas of EMG pattern recognition [8]. Among these various aspects, finding informative features (accurate descriptors) of the EMG signal is of paramount importance, particularly for clinical practice and rehabilitation research [9]. These features need to have the ability to discriminate between the various forearm and wrist/hand gestures/movements, and hence, have direct impact on the success of the EMG pattern recognition systems and their clinical acceptance [10].

Various types of feature extraction methods have been proposed in the literature. These include the mean absolute value (MAV), waveform length (WL), slope sign changes (SSC), and number of zero crossings (ZC) [11], fast Fourier transform (FFT) [12], wavelets and wavelet packet transform (WPT) [13, 14], cepstral coefficients (CC) [15], Willison amplitude (WAMP) [16], sample entropy (ENT) [17], the autoregressive (AR) model parameters [18], and cardinality [9]. A comparison between 50 feature extraction methods that were developed for EMG pattern recognition is presented in [10]. Despite these attempts, developments of clinically viable systems, particularly those that involve prostheses for amputee use, are noticeably limited [19]. Research in this direction reveals a gap between academia and industry, as there are many challenges that face online EMG pattern recognition. This gap is caused by several factors, such as: lack of intuitive control, poor system reliability and the lack of robustness against practical problems like limb position change, electrodes shift, varying force levels, and signal non-stationarity [20]. Recent studies that attempted to address some of these factors have found that features extracted from the first and second derivatives of the EMG signal could lead to better EMG classification accuracies [21-23], with significant improvements upon several well-known features in problems with changing limb position [21], varying contraction force levels and varying forearm orientations [24].

This paper extends our recent work in this direction [23] by adopting a fusion approach that not only extracts the features from the current analysis windows but, also fuses that with those extracted from previous windows for robust activity recognition. In such a case, the local variability in the EMG features is also correlated to the semi global variability as diveded by the time resolution of the previous windows.

II. METHODS

A. The Proposed Time-Domain Descriptors (TDD)

The block diagram of the TDD features is shown in Fig.1 [23]. The description of the algorithm starts with a sampled version of the EMG signal denoted as x[j], with j=1,2,…,N, of length N and a sampling frequency fs. The EMG trace within a certain epoch can be expressed as a function of frequency X[k] by means of Discrete Fourier transform (DFT). The main derivations of the proposed method are based on Parseval's theorem which states that the sum of the square of the function is equal to the sum of the square of its transform...
where $P[k]$ is the phase-excluded power spectrum, i.e., the result of a multiplication of $X[k]$ by its conjugate $X^*[k]$ divided by $N$, and $k$ is the frequency index. It is generally well-known that the complete frequency description as derived by means of the Fourier transform is symmetric with respect to zero frequency, i.e., it has identical branches stretching into both positive and negative frequencies [25]. The consequence of this symmetry is that we are left with the option of dealing with the whole spectrum, including positive and negative frequencies, as we have no direct access to the power spectral density from the time-domain. Thus, in a statistical approach to the shape of the frequency distribution, all odd moments will become zero, according to the definition of a moment $m$ of the $n$th order of the power spectral density $P[k]$, which is given by [25]

$$m_n = \sum_{k=0}^{N-1} k^n P[k]$$  

(2)

In the above equation, when $n = 0$, Parseval’s theorem in Eq. (1) is utilized, and for non-zero values of $n$ the time-differentiation property of the Fourier transform will be used. This property simply states that the $n$th derivative of a function in the time-domain, denoted as for discrete time signals, is equivalent to multiplying the spectrum by $k$ raised to the $n$th power

$$F[\Delta^n x[j]] = k^n X[k]$$  

(3)

To this end, our original time-domain power spectral descriptors (TDPSD) [23] are described below as shown Fig.1.

- **Root squared zero order moment**: indicates the total power in the frequency-domain, or simply the strength of muscle contraction, which is given as

$$\bar{m}_0 = \sqrt{\frac{1}{N} \sum_{j=0}^{N-1} x[j]^2}$$  

(4)

- **Root squared fourth and eighth order moments**: according to Hjorth the second moment can be considered as a power, but then of a modified spectrum $k^2 P[k]$, corresponding to a frequency function $kX[k]$. The time equivalent of a $k$ multiplied frequency function is the first derivative of the time function [25]. Thus

$$\bar{m}_2 = \sqrt{\frac{1}{N} \sum_{k=0}^{N-1} k^2 P[k]} = \sqrt{\frac{1}{N} \sum_{k=0}^{N-1} (kX[k])^2} = \sqrt{\frac{1}{N} \sum_{j=0}^{N-1} (\Delta x[j])^2}$$  

(5)

A repetition of this procedure gives the moment.

$$\bar{m}_4 = \sqrt{\frac{1}{N} \sum_{k=0}^{N-1} k^4 P[k]} = \sqrt{\frac{1}{N} \sum_{k=0}^{N-1} (k^2 X[k])^2} = \sqrt{\frac{1}{N} \sum_{j=0}^{N-1} (\Delta^2 x[j])^2}$$  

(6)

Fig. 1. Block diagram for the derivation of the time-domain descriptors (TDD) feature extraction process, a revised version of that in [23].
Unlike our original work in [23] in which we considered the 2nd and 4th order moment, the first contribution of this paper is an investigation into the utility of the combination of higher order moment, i.e., fourth and eighth order moments. Up to the authors' knowledge, the utilization of high order derivatives into EMG feature extraction is novel as it has not been investigated before. Thus, we define first the 8th order moment as below

\[ m_8 = \frac{\sum_{k=0}^{N-1} k^8 p[k]}{\sqrt{\frac{1}{N} \sum_{j=0}^{N-1} (\Delta^4 x[j])^2}} \]  

(7)

In this case, taking the 4th and 8th derivatives of the signal allows the computation of the spectral moments from the time domain, but it also reduces the total energy of the signal; hence, we apply a power transformation to normalize the range of \( m_0, m_4, \) and \( m_8 \) and to reduce the effect of noise on all moment based features as follows

\[ m_0 = \frac{m_0}{\lambda}, \quad m_4 = \frac{m_4}{\lambda}, \quad m_8 = \frac{m_8}{\lambda} \]  

(8)

With \( \lambda \) is empirically set to 0.1. The first three extracted features from these variables are then defined as

\[ f_1 = \log(m_0) \]  

(9)

\[ f_2 = \log(m_0 - m_4) \]  

(10)

- **Sparseness:** this feature quantifies how much energy of a vector is packed into only a few components. It is given as

\[ f_3 = \log\left(\frac{m_0}{\sqrt{m_0 - m_4}}\right) \]  

(11)

Such a feature describes a vector with all equal elements with a sparseness measure of zero, i.e., \( m_4 = m_8 = 0 \) due to differentiation and \( \log(m_0 / m_0) = 0 \), whereas for all other sparseness levels, it should have a value bigger than zero.

- **Irregularity Factor (IF):** is defined as a measure that represents the ratio of the number of upward zero crossings divided by the number of peaks. The number of upward zero crossings (ZC) and the number of peaks (NP) in a random signal can be expressed solely in terms of their spectral moments [21]. However, instead of computing the IF feature on the original signal as per our original TDPSD features in [23], we consider a variation of this feature based on \( m_4 \) and \( m_8 \). The corresponding feature can be written as

\[ f_4 = \log\left(\frac{\sum_{k=0}^{N-1} k^4 p[k]}{\sqrt{\frac{1}{N} \sum_{j=0}^{N-1} (\Delta^4 x[j])^2}}\right) \]  

(12)

The waveform length feature was shown to be very relevant for EMG classification tasks. However, the proposed WL feature further extends the work in the literature to form a feature that is invariant to amplitude scaling.

According to the schematic in Fig. 1, we first extract the proposed six features from each EMG record \( x \) and form a vector denoted as \( a = [a_1, a_2, a_3, a_4, a_5, a_6] \). An additional feature vector, denoted as \( b = [b_1, b_2, b_3, b_4, b_5, b_6] \) is then extracted from a logarithmically scaled version \( \log(x') \) to end up with two feature vectors: \( a \) (from the EMG record) and \( b \) (from a nonlinearly scaled version of the EMG record), each made up of 6 elements. Our initial features, being a set of 6 extracted features per each EMG channel, are then extracted as the orientation of the two vectors given by a cosine similarity measure as defined below

\[ f_i = \frac{-2 a_i b_i}{a_i^2 + b_i^2}, \quad i = 1, 2, 3, \ldots 6 \]  

(13)

These features can be thought of as a type of cepstral representation of the EMG activity. However, unlike the well-known speech cepstral features (a nonlinear spectrum-of-a-spectrum or the inverse FFT of the logarithm of the spectrum, depending on the implementation), we derived our EMG features as the orientation between the features extracted from a nonlinearly mapped EMG record and the original EMG record according to Eq. (13). In such a case, feature vector \( f \) is less affected by the level of contraction efforts than \( a \) and \( b \) feature sets, as the resultant vector \( f \) is a measure of orientation and not magnitude. The orientation based feature extraction methods were recently shown to be of significant importance to the problem of EMG classification under varying force levels, when tested on intact-limbed and amputees [12, 23]. In the rest of the paper, we denote feature set \( f \), concatenated from all EMG channels, as the Correlated Time-Domain Descriptors (cTDD).

B. Description of the Proposed Feature Fusion Approach

The second contribution of this paper involves a fusion operation in which the features extracted from the current window are multiplied by the features extracted from the \( n \)-th previous window. In such a case, if the previous window features are from the same class then the correlation values will be boosted, while for non-similar classes the correlation values will diminish. The block diagram of the complete feature extraction process is given in Fig. 2. In such a process one can also correlates with the 2nd, 3rd, and other windows. Our experiments revealed that instead of correlating with the first previous windows, one can select to correlate with further apart windows, e.g., the 4th previous window is a good option as there may not be any significant accuracy
Fig. 2 The proposed fusion-based time-domain descriptors (fTDD) feature extraction method.

enhancements after that point (4th previous window selected empirically based on the current data). In the remaining analysis, the result of the two feature sets multiplication process is called the fused TDD or simply fTDD.

C. Description of the EMG Data from Amputees

The EMG dataset included data collected from 9 transradial amputees (seven traumatic and two congenital) with unilateral amputation as per earlier description provided in [23]. A custom-build, 8-channel EMG acquisition system was used to acquire the data at a sampling rate of 2000Hz. A virtual instrument (VI) implemented in LABVIEW (National Instruments, USA) was used for signal acquisition and display. This was used by the amputees to help produce the needed force level. The amputees used their intact-hand to help them to imagine the needed movement with the required force.

Six movements including different grip and finger movements were investigated, these movements were: 1) Thumb flexion; 2) Index flexion; 3) Fine pinch; 4) Tripod grip; 5) Hook grip (hook or snap); 6) Spherical grip (power). After electrodes placement, each amputee was asked to examine the EMG signals on the screen in real-time and familiarize themselves with the changes in force of contraction for different movement. For each gesture, the amputee produced three force levels: low, med, and high. For each force level, 5 to 8 trials were recorded with each trial lasting for almost 8 to 12sec. Thus, the total number of trials performed by each amputee was equal to the number of movements × number of force levels × number of trials for each movement. The EMG datasets for the first 6 amputees TR1-TR6 (Transradial 1 to 6) were collected at the Artificial Limbs and Rehabilitation Centers in Baghdad and Babylon, Iraq, while the EMG datasets for TR7 (Transradial7), CG1 (Congenital 1) and CG2 (Congenital 2) were collected at Plymouth University, UK. The local ethical committee at the School of Computing and Mathematics, Plymouth University approved this research. Eight pairs of Ag/AgCl electrodes (Tyco healthcare, Germany) connected to a differential amplifier were placed around the left stump in one or two rows for all amputees apart from CG2 where the electrodes were placed on the right stump. Fig. 3 shows the electrode locations for TR5 as an example.

D. EMG Pattern Recognition Analysis

MATLAB® 2015b software (Mathworks, USA) was used to perform the analyses. An overlapped segmentation scheme was used with 150 ms segment length and 50 ms segment overlap. To evaluate the performance of the proposed feature set, denoted as fTDD, we compare the achieved performance against the performance of some well-known EMG feature extraction methods from the literature, including: a combination of Autoregressive model parameters (5th order) with signal root mean square denoted as AR-RMS [27]; the combination of MAV, ZC, SSC, WL denoted as TD feature set [11]; the same combination with the WAMP features denoted as TD1 feature set [28], and the wavelet features extraction method, utilizing the mean of the squared wavelet coefficients at each level as features, with Symmlet family of wavelets and 5 decomposition levels, denoted as Wavelet, in addition to our original TDPSD feature extraction method based on 2nd and 4th derivatives as in [23].

Finally, in terms of classification accuracy, we have utilized the well-known Linear Discriminant Analysis (LDA) classifier with quadratic function as well as the k-Nearest Neighbour (kNN) classifier, with k=1 chosen empirically. In all analysis, features extracted from the first 3 trials of each hand movement were assigned to the training set, while features extracted from the remaining trials were assigned to the testing set.
Fig. 3 Amputee TR5 executing the protocol for recording different force levels. He used visual feedback and the intact limb to produce the spherical grip, as it can be seen in the picture [23].

III. EXPERIMENTS AND RESULTS

The total number of fTDD features for each force level was 48, (number of features \(6 \times \) number of EMG channels \((8) = 48\)). The dimensionality of all of the extracted feature sets was reduced using the Spectral Regression (SR) dimensionality reduction method proposed by Cai et al. [29]. SR maps the original feature set into a new domain with \(c-1\) features only, with \(c\) being the number of classes, i.e., 5 features in this problem. The classification error rates across all 9 subjects using LDA and kNN classifiers are shown in Fig. 4 (a) and (b) respectively, with standard error calculated across all 9 subjects and represented as error bars. In each of these figures, we train the classifiers on the features extracted from each specific force level and test on the features from within the same force level. The results in Fig. 4 clearly show that the newly proposed fTDD feature set significantly outperforms other feature extraction methods in terms of classification error rates. The statistical significance was validated by using an N-way analysis of variance test with two factors, the first being the different feature extraction methods, and the second is the different classifiers. At a significance level of 0.05, the achieved \(p\)-value reported across the different feature extraction methods was \(p < 0.01\) which indicate significant differences between the error rates achieved by the different feature extraction methods. On the other hand, no significant difference between the performance of the different features sets across the different classifiers was observed, i.e., both LDA and kNN performed equivalently. Therefore, in the remaining analysis we stick to LDA only.

In the next part of the analysis, we trained the classifiers based on the features extracted from all force levels and then tested the classifier performance based on features extracted from individual force levels as per the results shown in Fig. 5 using the LDA classifier. When validating the results with the statistical significance tests, the returned \(p\)-values indicated significant differences between our proposed fTDD feature set and all other feature sets when using the LDA classifier, with a \(p\)-value < 0.01 for all tests.

This in turn further validates the performance of the proposed feature extraction method against all other methods from the literature. In terms of computational efficiency, the time required to extract the fTDD features from 8 channels is on average equivalent to 0.28 ms on a Laptop with 16GB of RAM and i7 processor, which in turn proves the low computational requirements for fTDD, and adds another interesting advantage to the proposed algorithm.

IV. CONCLUSION

A new feature extraction method for EMG pattern recognition was presented based on high order derivatives. The method proposed to extract a set of features that equivalent to the power spectrum moments directly from the time-domain by utilizing Fourier relations and Parseval’s theorem. The method included 3 major steps in which a set of features was first extracted from the signal in time-domain, then the same set of features were also extracted from a nonlinearly mapped version of it. In addition, a fusion step was also included in which the extracted features from the current window were multiplied by the features extracted from the previous window. The resulting
algorithm gave significant reductions in classification error rates on EMG datasets collected from amputee subjects. Two classifiers (LDA and kNN) were utilized; however, the obtained results reveal that there were no significant differences between the error rates of these two classifiers. In addition to the above, the extraction of features using the proposed rTDD proved to require significantly low computational cost, which makes it suitable for real-time implementations in any embedded system.

Fig.5 Average classification error rates on all subjects when training the classifier with data from all force levels and testing it with data from individual force levels (error bars represent standard error).
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