Upper Limb Motor Coordination based Early Diagnosis in High Risk Subjects for Autism
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Abstract—Autism is a lifelong condition present from early childhood. Medical specialists’ diagnosis autism based on observation is of great difficulty in communicating, difficulties for forming relationships with other people, and delayed speech. The scientists tried to discover other early signs to reach the early detection of Autism Spectrum Disorders (ASD). Early diagnosing is very important to initiate and improve treatment results. One of these signs is based on examination of upper limb motor movements. This study aims to determine whether a simple upper limb motor movement could be useful to classify High Risk (HR) infants for autism and comparison infants with Low Risk (LR) for autism. Also, this paper presents a computational intelligence method that uses HR and LR subjects between the ages of 12 and 36 months to make an early autism diagnosing. The paper examined one task which asks to insert an object into a box. It analyzed the data by using Support Vector Machine (SVM) and Extreme Learning Machine (ELM). The results show engorging results in comparison to other state or art methods.
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I. INTRODUCTION

Autism is an organic brain syndrome of childhood shows a spectrum of developmental disability[1]. It is a lifelong neuro developmental condition, with difficult ability of the person to communicate and relate to others [2]. The term ‘autism spectrum disorders’ (ASDs) covers conditions such as autism, childhood disintegrative disorder, and Asperger syndrome [3].

Many statistics shows that autism prevalence is rising, for example, according to the National Institute of Mental Health (NIMH), in the 1970’s the ASD rate was 1 in 10,000. In 1995 the rate increased to 1 in 1,000. In 1999 the rate was 1 in 500. In 2001, the rate was 1 in 250. In 2005, the rate was 1 in 166. In 2007, the rate was revised to 1 in 150. In 2009, the rate rise to 1 in 90 and in 2012 the rate increased to 1 in 68[4, 5]. Fig.1 shows how autism diagnosis have climbed steadily since 1970s that displays the previous statistic.

Fig. 1. Shows some counts, autism diagnosis have climbed steadily since the 1970s.

Autism has lifetime negative effects, that impact on the health, happiness, education, social integration and goodness of life of a person, families, and society. Many of those impacts are economic that is different from society or country to another [6-14].

There are three classes of autism costs; the first class is a direct cost, for example; health care, social services, education; the second class Indirect tangible costs, for instance; reducing in income from lost employment; the third class of cost is informal intangible cost for example; care for adults with autism child or infant [15-18].

Autism is difficult to diagnose by medical doctors with support from physical, occupational and speech therapists since there is no medical test. Doctors look at the child’s behavior and development to make a diagnosis [19-21]. The diagnosis of autism is based on the child’s failure to develop good social interaction, impairments in communication, poor eye contact, delayed speech restricted repetitive and stereotyped pattern [1, 19, 22-26].

Scientist found that many autistic children have atypical motor patterns [27-30], such as asymmetric gait or toe walking [31]. The defect of gross motor function in kids with autism are well known to clinicians [32-36] but have not received much experimental documentation with the exception of repetition, are not among its diagnostic criteria [34-36].
Human motion was divided by specialist into different levels. For example, researchers divided human motion into “action” and “activity” that are frequently used reciprocally, but what is the different between these terms by “actions”. The study refer to simple motion patterns usually executed by one human and typically lasting for brief durations of time, on the order of several of seconds. Examples of actions include bending, walking, and swimming [37, 38]. Furthermore, by “activities” the studies refer to the complex sequence of actions performed by a few persons who could associate with each other in a constrained manner. They are commonly described by much longer temporal durations, e.g., two persons shaking hands, a football team scoring a goal [37, 38].

Motion analysis in autism is based on upper limb data and kinematic gait data [28]. Autism specific motor signs which, being obtained before the development of language, and being assessed quantitatively [27, 28].

II. EARLY DIAGNOSIS

The early detection of autism spectrum disorders is very important to increase child treatment outcomes, allowing early interventions that rise development and treatment results,[30, 39-41]

Early diagnosis help in the creation of an environment in which everybody who interacts on a usual daily basis with the child with autism has new knowledge about the basic communication, theory of mind deficits in autism and how these can, at least partly, be controlled by structured, concrete modes of interaction and education, and informed by increased knowledge about the typical behaviors related with autism [42].

Early diagnosis prevents of side symptoms for example; aggression, and self-injury. These manners are not in the diagnostic criteria for ASD but are secondary symptoms that develop when primary symptoms are not treated. Early intervention techniques to treat core symptoms of ASD may avoid side symptoms and minimize the need for more substantial and expensive interventions later in life [41].

III. METHODS

This section introduces description about participants, methods applied for data collection, task, and analysis. It is comprised of different sections for data acquisition, feature extraction, classification, and evaluation.

In this study, validation of the classifier for the HR versus LR comparison was performed by using support vector machine and extreme learning machine. The input is a number of sub-movements (i.e., 8) was used to extract features by using a Linear Discriminant Analysis (LDA). After that data set is divided into N subsets the testing set is only composed of one sample of the original dataset and the training set is made up of the remaining samples of the original dataset performed by using two machine learning approaches; Support Vector Machine (SVM) and Extreme Learning Machine (ELM). A schematic description of the whole procedure is shown in Fig.2.

![Flowchart of procedures in this paper](image)

A. Participants

Participants were 17 infants at high risk for autism; where infants high risk due to an older sibling with autism [43] and 15 low-risk infants for autism; where low risk for autism is typically developing older sibling and no family history of autism[43]. All Infants are between the ages of 12 and 36 months[44]. The group characteristics are shown in table 1. This group was obtained from the National Database for Autism Research (NDAR) (https://www.ndar.nih.gov)

B. Data Acquisition

Three sensors were used, two wired sensors (weight: 14 g) that can be worn by infants on their wrists, and a wireless Bluetooth sensor which is embedded into manipulated objects. The sensing core, common both to instrumented toy and wearable devices, is designed to sense samples/sec rate. These data are collected and rearranged in a specific message format by a microcontroller and then retransmitted via (wrist sensors) or Bluetooth device (object sensor). Data transmitted over the Bluetooth are collected by a nearby computer, for later data analysis. This method allows the study of infants in their environment, decreasing their pressure and allowing the collection of extra significant quantitative information. Refer to the technical paper [44], for more details.

C. Task

The data was collected to study and examine fine motor and object manipulation skills in (HR) and comparison of (LR) between the ages of 12 and 36 months. Children’s motor was examined shape sorter task. In this task, the child is asked to insert an object into a box with interchangeable lids (see fig. 3). Each lid has a slot identical, but only slightly larger than the cross-section of the shape to be inserted. Each shape is presented six times; three times in initial vertical direction and three in initial horizontal direction. Refer to the technical paper [44], for more details.

<table>
<thead>
<tr>
<th>TABLE I. PARTICIPANT CHARACTERISTICS</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
</tr>
<tr>
<td><strong>High Risk (HR)</strong></td>
</tr>
<tr>
<td><strong>Lower Risk (LR)</strong></td>
</tr>
<tr>
<td>number</td>
</tr>
<tr>
<td>male/female</td>
</tr>
<tr>
<td>age (months)</td>
</tr>
</tbody>
</table>
D. Feature extraction

The features extracted from the collected sub-movement were more discriminative for the HR versus LR comparison. Table II shows sub-movements values of the two groups of children included in the study (HR vs. LR) and the results of ANCOVA calculated on all kinematic measures. The study found several significant group differences based on the Kinematic variables. Feature extraction was implemented by using a Linear Discriminant Analysis (LDA). LDA techniques are used for data classification and dimensionality reduction [45]. This study used LDA for dimensionality reduction only.

The above aims can be achieved by finding the projection hyperplane that minimizes the inter-class variance and maximizes the distance between the two classes. See fig. 4. This hyperplane can be utilized in many targets for classification, dimensionality reduction and for determination of the significance of the given features [46].

Specifically, the LDA score was calculated with basic technique using LDA, for a sample x and a given discriminant function $g(x)$. In this case, Fisher’s LDA can be decided.

A discriminant function that is a linear collection of the components of $x$ can be written as:

$$g(x) = W^T x + W_0$$  \hspace{1cm} (1)

Where $W$ is the weight vector

$W_0$ is the threshold weight.

$$W = \sum_{i=1}^{c-1} (\mu_2 - \mu_1)$$  \hspace{1cm} (2)

Where $\mu_i$ is the mean value of class $i$ from C classes and 

The covariance (cov) and the mean ($\mu$) are calculated as:

$$\text{cov} = \frac{1}{n-1} \sum_{i=1}^{n} (X_i - \mu) (X_i - \mu)^T$$  \hspace{1cm} (3)

$$\mu = \frac{1}{n} \sum_{i=1}^{n} x_i$$  \hspace{1cm} (4)

E. Classification Algorithm

Classification of HR and LR subjects was performed by using a two machine learning approaches; Support Vector Machine (SVM) and Extreme Learning Machine (ELM).

The study used SVM classifier because it is easily separable and is a known classifier and ELM we desired of improving the results and used relatively recent classifier; this is what has been achieved. In this study, the whole machine-learning method was implemented on the Matlab platform (Matlab version R2016a). In particular, the study used functions of the toolbox of Matlab to implement the classification algorithm.

Support vector machine (SVM): is a learning algorithm that learns by example to specify labels to objects, so it is supervised learning technique from applicable to both classification and regression. SVM, therefore link the problems they are designed for with a big body of existing work on kernel based methods [48, 49].

Functions that describe Support Vector Machine which is used for binary classification can be written as [50]

<table>
<thead>
<tr>
<th>Sub-movement</th>
<th>HR (mean)</th>
<th>LR (mean)</th>
<th>sig</th>
<th>Partial Eta Square</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reach duration</td>
<td>0.069</td>
<td>0.589</td>
<td>0.068</td>
<td>0.137</td>
</tr>
<tr>
<td>Place duration</td>
<td>4.671</td>
<td>4.561</td>
<td>0.464</td>
<td>0.024</td>
</tr>
<tr>
<td>Latency reach place</td>
<td>1.380</td>
<td>1.134</td>
<td>0.580</td>
<td>0.013</td>
</tr>
<tr>
<td>Score place</td>
<td>1.875</td>
<td>1.896</td>
<td>0.619</td>
<td>0.011</td>
</tr>
<tr>
<td>Hand reach</td>
<td>0.667</td>
<td>0.470</td>
<td>0.979</td>
<td>0.015</td>
</tr>
<tr>
<td>Hand place</td>
<td>0.571</td>
<td>0.359</td>
<td>0.450</td>
<td>0.025</td>
</tr>
<tr>
<td>Shape orientation</td>
<td>0.399</td>
<td>0.393</td>
<td>0.370</td>
<td>0.035</td>
</tr>
<tr>
<td>First contact duration</td>
<td>28.163</td>
<td>3.315</td>
<td>0.350</td>
<td>0.038</td>
</tr>
</tbody>
</table>

* The alpha level was set to .05 for all data analyses.

Fig. 3. Task equipment [44].

Fig. 4. The line has to be selected so that the projection maximizes the separability of the projected samples [46].
Training data is of the form:
\[ \{ x_i, y_i \} \text{ where } i = 1 \ldots L, y_i \in \{-1, 1\}, x \in \mathbb{R}^D \]

L is a training point

D is a dimensional

The hyperplane can be described by
\[ w \cdot x + b = 0 \quad (5) \]

w is a normal to hyperplane

\( \frac{b}{||w||} \) is perpendicular distance between the hyperplane to the origin.

Referring to graph in fig.5 the training data can be described by
\[ x_i \cdot w + b \geq +1 \quad \text{for } y_i = +1 \quad (6) \]
\[ x_i \cdot w + b \leq -1 \quad \text{for } y_i = -1 \quad (7) \]

w and b are training data.

These two equations can be combined into:
\[ y_i (x_i \cdot w + b) \geq 1 \quad \forall i \quad (8) \]

The two planes \( H_1 \) and \( H_2 \) that these points lie on can be described by:
\[ x_i \cdot w + b = +1 \quad H_1 \quad (9) \]
\[ x_i \cdot w + b = -1 \quad H_2 \quad (10) \]

\( d_1 \) is the distance from \( H_1 \) to the hyperplane

\( d_2 \) is the distance from \( H_2 \) to the hyperplane

The hyperplane's equidistance from \( H_1 \) and \( H_2 \) means that

\( d_1 = d_2 \) - a quantity called SVM's margin

Margin is equal to \( \frac{1}{||w||} \)

Maximize the margin means minimize the \( ||w|| \) such that

\[ y_i (x_i \cdot w + b) - 1 \geq 0 \quad \forall i \quad (11) \]

Minimizing \( ||w|| \) is equivalent to minimizing \( \frac{1}{2} ||w||^2 \)

\[ \min \frac{1}{2} ||w||^2 \quad \text{such that} \quad y_i (x_i \cdot w + b) - 1 \geq 0 \quad \forall i \quad (12) \]

To allocate them Lagrange multipliers \( \alpha \), where \( \alpha \geq 0 \quad \forall i \)

\[ L_p = \frac{1}{2} ||w||^2 - \sum_{i=1}^{L} \alpha_i y_i (x_i \cdot w + b) + \sum_{i=1}^{L} \alpha_i \quad (13) \]

Now we shall look that when \( w \) and \( b \) minimizes, the \( \alpha \) maximizes “(13),.” This shall be achieved by differentiating \( L_p \) with respect to \( w \) and \( b \) and setting the derivatives to zero:

\[ \frac{\partial L_p}{\partial w} = 0 \rightarrow w = \sum_{i=1}^{L} \alpha_i y_i x_i \quad (14) \]
\[ \frac{\partial L_p}{\partial b} = 0 \rightarrow \sum_{i=1}^{L} \alpha_i y_i = 0 \quad (15) \]

Substituting the last two equations in “(13),” gives a new equation which, being dependent on \( \alpha \), so need to maximize

\[ \max_{\alpha} \left[ \sum_{i=1}^{L} \alpha_i - \frac{1}{2} \alpha^T H \alpha \right] \text{ s. t. } \alpha \geq 0 \text{ and } \sum_{i=1}^{L} \alpha_i y_i = 0 \quad (16) \]

\( L_D \) is dual form of primary \( L_P \)

So we moved from minimizing \( L_P \) to maximizing \( L_D \) to do that we need to find:

\[ L_D = \sum_{i=1}^{L} \alpha_i - \frac{1}{2} \alpha^T H \alpha \quad \text{s. t. } \alpha \geq 0 \quad \forall \alpha_i \sum_{i=1}^{L} \alpha_i y_i = 0 \quad (17) \]

Any data point satisfying “(15),” which is a Support Vector \( x_s \) will have the form:

\[ y_s (x_s \cdot W + b) = 1 \quad (18) \]

Substituting in “(14),”

\[ y_s (\sum_{m \in S} \alpha_m y_m x_m \cdot x_s + b) = 1 \quad (19) \]

Where \( S \) denotes the set of indices of the support vectors. Multiplying through by \( y_s \) and then using \( y_s^2 = 1 \) from “(6),” and “(7),”.

\[ y_s^2 (\sum_{m \in S} \alpha_m y_m x_m \cdot x_s + b) = y_s \quad (20) \]
\[ b = y_s - \sum_{m \in S} \alpha_m y_m x_m \cdot x_s \quad (21) \]
\[ b = \frac{1}{N_s} \sum_{s \in S} (y_s - \sum_{m \in S} \alpha_m y_m x_m \cdot x_s) \quad (22) \]

After we get the variables \( w \) and \( b \) that define separating hyper plane’s optimal orientation and hence Support Vector Machine.
Extreme learning machine (ELM) is learning algorithm for one hidden layer feed-forward neural networks which randomly selects the input weights and analytically set the output weights of this neural network. In theory, it is extremely fast learning speed. The algorithm can present best generalization efficiency in some cases and can learn much quicker than common learning algorithms for feed forward neural networks [51-53].

Functions that describe single hidden layer feedforward networks can be written as [52]

\[
\sum_{i=1}^{\tilde{N}} \beta_i g(x_i) = \sum_{i=1}^{N} \beta_i g(W_i \cdot X_j + b_j) = o_j \tag{23}
\]

Where \( j = 1, \ldots, N \), \( N \) arbitrary distinct sample \((x_i, t_i)\),

\[
x_i = [x_{i1}, x_{i2}, \ldots, x_{in}]^T \in R^n
\]

\[
t_i = [t_{i1}, t_{i2}, \ldots, t_{im}]^T \in R^m
\]

\( g(x) \) is an activation function

\( \tilde{N} \) is hidden nodes

Standard single hidden layer feedforward networks (SLFNs)

Where \( w_i = [w_{i1}, w_{i2}, \ldots, w_{im}]^T \) is the weight vector connecting the \( i \) th hidden node

The input nodes, \( \beta_i = [\beta_{i1}, \beta_{i2}, \ldots, \beta_{im}]^T \) is the weight vector connecting the \( i \) th hidden node and the output nodes, and \( b_i \) is the threshold of the \( i \) th hidden node. \( w_i \cdot x_i \) denotes the inner product of \( w_i \) and \( x_i \). The output nodes are chosen linear in this paper.

\( N \) samples with zero error means that

\[
\sum_{i=1}^{N} \| o_j - t_j \| = 0 \quad \text{i.e., there exist } \beta_i, w_i \text{ and } b_i \text{ such that}
\]

\[
\sum_{i=1}^{N} \beta_i g(W_i \cdot X_j + b_j) = t_j, \quad j = 1, \ldots, N \tag{24}
\]

The above \( N \) equations can be written compactly as equation

\[
H\beta = T
\]

\[
H = \begin{bmatrix}
g(w_1, X_1 + b_1) & \ldots & g(w_N, X_1 + b_N) \\
\vdots & \ddots & \vdots \\
g(w_1, X_N + b_1) & \ldots & g(w_N, X_N + b_N)
\end{bmatrix}_{N \times \tilde{N}}
\tag{25}
\]

\[
\beta = \begin{bmatrix}
\beta_1^T \\
\vdots \\
\beta_{m}^T
\end{bmatrix} \in \mathbb{R}_{\tilde{N} \times m}
\tag{26}
\]

And

\[
T = \begin{bmatrix}
t_1^T \\
\vdots \\
t_N^T
\end{bmatrix} \in \mathbb{R}_{N \times m}
\tag{27}
\]

\( H \) is called the hidden layer

the \( i \) th column of \( H \) is the \( i \) th hidden node output with respect to inputs \( x_1, x_2, \ldots, x_N \). See fig. 6 to explain the Elm structure.

---

**F. Performance of the Classification Algorithm**

The study assessed the performance of the classification algorithm by using a cross-validation strategy. Generally, cross-validation includes splitting the dataset into two complementary subsets: a training group and a testing group. The training group is a group of data mapped to a label and used to perform the training of the classifier; the testing group is a group of data not associated with a label and used to perform the validation of the classifier. By considering various segments of the data, multiple rounds of cross-validation can then be executed.

In a special case of cross-validation, called leave-one-out (LOO) cross-validation, data set is divided into \( N \) subsets. The testing set is only composed of one sample of the original dataset and the training set is made up of the remaining samples of the original dataset (\( N - 1 \)). Therefore, each time, one of the \( N \) subsets is used as the test group and the other \( N - 1 \) subsets are put together to form a training group to test all \( N \) samples in the original dataset, then it is sufficient that the number of times to be performed equals the number \( N \) of samples in the original dataset. LOO is a commonly used validation way in studies because it is an unbiased estimate of the probability of error [27, 55].

To quantify the performance of the classification algorithm, the sensitivity, specificity and accuracy were computed. Sensitivity measure the rate of correctly classified samples in the positive (HR) class, specificity measure the rate of correctly classified samples in the negative (LR) class and accuracy of classification measures the rate of correctly classified samples in both positive (HR) and negative (LR) classes [56].

\[
\text{Sensitivity} = \frac{\text{(Number of true classified children HR)}}{\text{(Number of all HR)}}
\]

\[
\text{Specificity} = \frac{\text{(Number of true classified children LR)}}{\text{(Number of all LR)}}
\]

\[
\text{Accuracy} = \frac{\text{(Number of correct classified)}}{\text{(Number of all children)}}
\]

**G. Evaluation**

In this study, accuracy is used as the major index to explain the performance of classification. Accuracy is defined as the rate of correct classification of all data HR and LR in a test set. The accuracy of each session is computed using five-fold cross validation. In each fold, a block is chosen as the test set, and
the remainder used as a training set. The accuracy of each session was calculated as the average accuracy of five classifications. In addition, statistical analyses are applied to explain the experimental results. As previously mentioned, the experiments were founded on data collected.

IV. RESULTS

As mentioned before we used cross-validation and SVM. The study used SVM code [57-59] which divides the database randomly into two group’s; dataset for training and dataset for testing. The SVM algorithm was repeated five times (N=5), the first four times it selects different 6 infants as test dataset and different 26 infants as training dataset. But in the last time it selects eight infants as a testing dataset and 24 infants as a training dataset. We traced the execution and documented the result each time.

The machine-learning method (SVM) was able to successfully classify participants. The classification accuracy reached a maximum accuracy of 83.3% (sensitivity 80% and specificity 100%). Overall mean accuracy, specificity, and sensitivity rates were also calculated. The overall mean classification was calculated: mean sensitivity = % 76.5, mean specificity = % 66.7 and mean accuracy = % 71.9.

In fig. 7, the dependence of the metrics on the number of considered inputs is shown. The resulting data are shown for a number of inputs ranging from one to eight. As can be noticed, accuracy, specificity, and sensitivity rates increase with the number of selected inputs.

Then the study performed the ELM algorithm. This algorithm was published in [60] and we implemented the algorithm on the Matlab platform (Matlab version R2016a). The study accomplished this stage by repeating the previous steps (that performed in SVM) more clearly. The database was divided into two groups; training group and testing group. This step was repeated five times the first four times; training dataset was selected with 26 as a training dataset and different 6 infants as a testing dataset. In the last time, training dataset was selected with 24 as a training dataset and eight children as a testing dataset same as SVM.

The ELM was able to successfully classify participants by diagnosis. The classification accuracy reached a maximum accuracy of 100% (sensitivity 100% and specificity 100%) overall mean accuracy, specificity, and sensitivity rates were also calculated. The overall mean classification for sensitivity, specificity and accuracy is %78.5, % 66.7 and % 72.5, respectively.

In fig. 8 the graph shows classification sensitivity, specificity and accuracy rates (%) of ELM (Y-axis) in a relation of the number of considered as SVM features graph, but the sensitivity, specificity, and accuracy are closed to each other and almost similar in behavior.

V. DISCUSSION AND FUTURE WORK

The optimal separating hyper-plane for the (HR) group (LR) group (first, second and third sub-movements) representative shown in fig. 9, is an example of the training phase of the machine-learning method before features extraction phase.

This study aims to examine and analysis the upper limb movements to correctly discriminate between HR infants and LR infants. We are looking to follow-up the study and find out which HR infant will be diagnosed as an autistic child. Someone may look at these results as low outcomes if it is compared with other studies like [27] where it reached an accuracy of 84.9% and the participants were diagnosed as an autistic child in the mentioned study. However, that work used dataset where all subjects are autistic but our dataset is not because it is not every HR infant is an autistic child. Autism is now diagnosed on the basis of symptoms as qualitatively judged by clinicians and by means of semi-structured observations (ADOS) and standardized interviews or questionnaires (ADI-R) these take too long time and diagnosis age is high, so the study new technique that may help families and clinicians to save time and efforts.

![Graph showing classification sensitivity, specificity and accuracy rates (%) of SVM (Y-axis) in a relation of the number of considered Kinematic data(X-axis). As expected, accuracy, specificity, and sensitivity rates increased with the number of Kinematic data](image1)

![Graph showing classification sensitivity, specificity and accuracy rates (%) of ELM (Y-axis) in a relation of the number of considered](image2)
Classification of HR and LR children was performed using a (SVM) approach (Vedaldi’s MATLAB wrapper [1]). Because it is easily separable and is a known classifier so the purpose of the considered SVM is to create a model can learn from the selected features of labeled children how to discriminate children of different groups (binary labeled), and correctly classify, by means of the same selected features, new unlabeled children as belonging to one of the two groups (HR or LR). The learning process of the classifier consists of a training stage in which the selected features of the HR and LR children are two training datasets associated to the HR and LR labels, respectively. In our study, if we have training data associated binary label, then SVM uses the principle of structural risk minimization to design an optimal hyperplane that maximizes the distance between the two training groups (HR and LR) that separates training groups. The lower the distance of a training child from the optimal hyperplane, the more important that training child is to define the optimal hyperplane. So, the distance matches the “weight” of that training child in the definition of the optimal hyperplane. The optimal hyperplane can then be used as a model to classify new children. ELM we desired of improving the results and used relatively recent classifier; this is what has been achieved.

VI. CONCLUSION

Autism is a lifelong disorder condition; with difficult ability of the child to communicate to others and develop mental disability. Also, autism prevalence is rising around the world. During autism, it affects an individual person, family, and society during the lifetime. It is difficult to diagnose by medical doctors with support from physical. Studies show that many autistic children have atypical motor patterns but have not received much experimental documentation. Furthermore, we presented that the early detection of autism spectrum disorders is very important to increase child treatment outcomes, allowing early interventions that rise development and treatment results.

Then the study performed kinematic analysis of a simple insert of an object into a box with interchangeable lids performed by infants with High Risk for autism (HR) in comparison to their age-matched, Low Risk (LR) developing peers neuro anatomical networks implicated in ASD using a classification approach employing Support Vector Machine (SVM) and Extreme Learning Machine (ELM). SVM provided good group separation and ELM provided slightly better results, but the speed ELM is much better than SVM. In the future work, we will study children younger than this study sample in different ways, and we are looking to follow-up study, find out which HR infant will be diagnosed as an autistic child and the result will be more accurate.
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