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Abstract—Kernel methods for classification is a well-studied area in which data are implicitly mapped from a lower-dimensional space to a higher-dimensional space to improve classification accuracy. However, for most kernel methods, one must still choose a kernel to use for the problem. Since there is, in general, no way of knowing which kernel is the best, multiple kernel learning (MKL) is a technique used to learn the aggregation of a set of valid kernels into a single (ideally) superior kernel. The aggregation can be done using weighted sums of the pre-computed kernels, but determining the summation weights is not a trivial task. A popular and successful approach to this problem is MKL-group lasso (MKL-GL), where the weights and classification surface are simultaneously solved by iteratively optimizing a min-max optimization until convergence. In this work, we compare the results of two previously proposed MKL algorithms to MKL-GL in the context of explosive hazard detection using ground penetrating radar (GPR) data. The first MKL algorithm we employ is an $\ell_p$-normed genetic algorithm MKL (GAMKL), which uses a genetic algorithm to learn the weights of a set of pre-computed kernel matrices for use with MKL classification. A second algorithm, called decision-level fuzzy integral MKL (DeFIMKL), is also employed, where a fuzzy measure with respect to the fuzzy Choquet integral is learned via quadratic programming, and the decision value—viz., the class label—is computed using the fuzzy Choquet integral aggregation. Experiments using government furnished GPR data show that these MKL algorithms can outperform MKL-GL when applied to support vector machine (SVM)-based classification.

Index Terms—multiple kernel learning, Choquet fuzzy integral, fuzzy measure, quadratic programming, genetic algorithm, support vector machine

I. INTRODUCTION

Consider a set of numeric feature-vector data that has the form $X = \{x_1, \ldots, x_n\} \subseteq \mathbb{R}^d$, where the coordinates of $x_i$ provide feature values (e.g., bits per second, speed, volts, etc.) describing some object (e.g., a wireless sensor network node, traffic camera, or radar). We are also given a set of training labels for each feature vector, such that we have the pair $(y, X)$, where $y = (y_1, \ldots, y_n)^T$ and $y_i$ is the label of $i$th object. Each $y_i$ is associated with a respective feature vector $x_i$. The classifier learning task is thus to learn some prediction function $f$, such that we can predict the label of feature-vectors, i.e., $y = f(x)$.

Most classifiers delineate the classes by finding some “best” decision boundary in the feature space. Perceptrons and linear support vector machines (SVMs) find hyperplanes. These classifiers are easy to train, often can be effective, and are computationally very efficient (the operational decision is just a single dot-product in the feature space). However, they are ineffective for classes that are not linearly separable, i.e., by a hyperplane. Hence, we will use kernel classifiers to non-linearly project the features into a high-dimensional space, where hyperplanes may be more easily found that serve as good decision boundaries.

Specifically, we will focus on multiple kernel learning (MKL) in this paper. As its name implies, MKL combines multiple kernels together to form a new kernel, and thus a new decision space. There are many works that discuss MKL [1]–[5], and nearly all of them rely on operations that aggregate kernels in ways that preserve symmetry and positive semi-definiteness, such as element-wise addition and multiplication. Most MKL algorithms learn a “best” kernel space in which to classify by learning respective weights on each component kernel. Details are contained in Section IV.

The MKL formulations reviewed in this paper have been previously proposed and applied to benchmark data sets [6], and focus on aggregation using a genetic algorithm and the Choquet fuzzy integral (FI) with respect to a fuzzy measure (FM) [7], respectively. Previous work showed that our genetic algorithm approach, GAMKL, is a generalized form of a previously proposed FI-based algorithm, fuzzy integral: genetic algorithm (FIGA) [4], [5]. It learns an MKL classifier using a genetic algorithm and a generalized $p$-norm weight domain, and aggregates kernel matrices at the feature-level, producing a new feature representation. We also employ the decision-level MKL algorithm called DeFIMKL. This algorithm learns
a FM with respect to the Choquet FI to fuse decisions from individual kernel classifiers. The FM is learned from training data with a regularized quadratic program (QP) approach [8].

The FI-based MKL methods will be compared with a leading machine learning MKL method, called MKL group lasso (MKLGL) [2]: they are applied to a hazard detection dataset derived from government furnished ground penetrating radar (GPR) data discussed in Section V. We will also investigate the behavior of regularization on the results of DeFIMKL. Section II presents a short review of data fusion techniques. Section III introduces FMs and FIs, specifically the fuzzy Choquet integral, and Section IV reviews the MKL methods. Experimental results are presented in Section VI and we provide concluding remarks and ideas for future work in Section VII.

II. DATA FUSION

Data fusion is a broad term for methods that use multiple sets of data, perhaps data from different sensors or the output of multiple processes applied to the same data set, to improve some performance metric from a baseline established using only one set [9]. It is a very broad area of study, and there exists a vast pool of literature relating to it; for a review of data fusion methods see [10] and [11]. Because of the breadth of the topic, we restrict this brief overview to the types of fusion techniques most related to the methods we employ.

Data fusion can be classified in many ways [12]–[14]. The taxonomy provided by Dasarathy in [13] is most appropriate here and describes five categories of data fusion; the categories that encompass our fusion methods are termed feature in-feature out (FEI-FEO) and decision in-decision out (DEI-DEO).

A. Feature In-Feature Out Fusion

FEI-FEO fusion is also known as feature fusion, on which many computer vision methods rely [15]–[18]. A popular and powerful method of feature fusion combines the features in a multidimensional feature space using kernel methods [19]–[22]. This allows the use of multiple kernels with classification, giving the advantage that particular kernels can exploit certain features better than other kernels. The SVM is a popular classifier for MKL classification; however, comparable results have been shown using a logistic regression-based classifier [23].

B. Decision In-Decision Out Fusion

DEI-DEO fusion is commonly referred to as decision fusion. This approach is very closely related to concept of ensemble learning, where the decisions from multiple classifiers are combined to determine the overall decision. Indeed, this is precisely what the DeFIMKL algorithm discussed in Section IV-C does. Due to the use of multiple classifiers, decision fusion is generally slower than feature fusion, which only requires one classifier [24].

Decision fusion can be done in two general ways: hard or soft. Hard decision fusion is done using the class labels from the ensemble of classifiers. A straightforward method of hard decision fusion is the majority vote approach. Soft decision fusion is performed using the posterior probabilities (or, more generally, the soft decision variables) from the classifier ensemble. A simple method in this case is to linearly combine the posterior probabilities [25]. For ensembles of fuzzy classifiers, the soft decision fusion approach can be used by aggregating the fuzzy class memberships determined by the classifiers [26].

III. FUZZY MEASURES AND FUZZY INTEGRALS

FIs and FMs have been proposed for many applications and for many types of data, from simple numeric data to intervals and type-2 fuzzy sets [27]–[37]. While manual specification of the FM works for small sets of sources (there are already 16 possible combinations of sources in the power set of 4 sources), manually specifying the values of the FM for large collections of sources is virtually impossible. Thus, automatic methods have been proposed, such as the Sugeno λ-measure [30] and the S-decomposable measure [38], which build the measure from the densities (the worth of individual sources), and genetic algorithm [4], [5], [29], [39], Gibbs sampling [40] and other learning methods [8], [41], [42], which build the measure by using training data. Other works [43]–[45] have proposed learning FMs that reflect trends in the data and have been specifically applied to crowd-sourcing, where the worth of individuals is not known, and is thus extracted from the data.

A. Fuzzy measures

A measurable space is the tuple \((X, \Omega)\), where \(X\) is a set and \(\Omega\) is a \(\Omega\)-algebra or set of subsets of \(X\) such that

\[ P1. \quad X \in \Omega; \]
\[ P2. \quad \text{For } A \subseteq X, \text{ if } A \in \Omega, \text{ then } A^c \in \Omega; \]
\[ P3. \quad \text{If } \forall A_i \in \Omega, \text{ then } \bigcup_{i=1}^\infty A_i \in \Omega. \]

A FM is a set-valued function, \(g: \Omega \rightarrow [0, 1]\), with the following properties:

\[ P4. \quad \text{(Boundary conditions)} \quad g(\emptyset) = 0 \quad \text{and} \quad g(X) = 1; \]
\[ P5. \quad \text{(Monotonicity)} \quad \text{If } A, B \in \Omega \text{ and } A \subseteq B, \quad g(A) \leq g(B). \]

If \(\Omega\) is an infinite set, then there is also a third property guaranteeing continuity; in practice and in this paper, \(\Omega\) is finite and thus this property is unnecessary. The FM values of the singletons, \(g\{\{x_i\}\} = g^i\) are commonly called the densities. Figure 1 illustrates the lattice of a FM for the case of \(n = 3\).

The arguably most popular FM is the Sugeno λ-measure, which has the attractive property of being able to be defined completely by the values of the densities. The λ-measure has the following additional property. For \(A, B \in \Omega\) and \(A \cap B = \emptyset\),

\[ g_\lambda(A \cup B) = g_\lambda(A) + g_\lambda(B) + \lambda g_\lambda(A)g_\lambda(B), \quad \text{(1a)} \]

where it can be shown that \(\lambda\) can be found by solving [30]

\[ \lambda + 1 = \prod_{i=1}^n (1 + \lambda g^i), \quad \lambda > -1. \quad \text{(1b)} \]
While fuzzy measures provide a way for quantifying the worth of combinations of sources, fuzzy integrals can be used to aggregate the information from these sources.

B. Fuzzy integrals

There are many forms of the FI; see [30] for detailed discussion. In practice, FIs are frequently used for evidence fusion problems. Fuzzy integrals can be used to aggregate the information from these sources.

While fuzzy measures provide a way for quantifying the worth of combinations of sources, fuzzy integrals can be used to aggregate the information from these sources.

IV. MULTIPLE KERNEL LEARNING

Consider some non-linear mapping function \( \phi : x_i \rightarrow \phi(x_i) \in \mathbb{R}^{D_K} \), where \( D_K \) is the dimensionality of the transformed feature vector \( \phi(x_i) \). For brevity, we will denote \( \phi(x_i) \) as \( \phi_i \), as \( \phi_i \) can be considered the feature vector in the transformed space. With kernel algorithms, one does not need to explicitly transform \( x_i \); one simply needs to represent the dot product \( \phi(x_i) \cdot \phi(x_j) = \kappa(x_i, x_j) \). The kernel function \( \kappa \) can take many forms, with the polynomial \( \kappa(x_i, x_j) = \exp(-\gamma ||x_i - x_j||^2) \) being two of the most well-known. Given a set of \( n \) feature-vectors \( X \), one can thus construct an \( n \times n \) kernel matrix \( K = [K_{ij} = \kappa(x_i, x_j)]_{n \times n} \). This kernel matrix \( K \) represents all pairwise dot products of the feature vectors in the transformed high-dimensional space \( \mathcal{H}_K \)—called the Reproducing Kernel Hilbert Space (RKHS).

There are many algorithms that use kernels to transform the input data to an appropriate and useful space; in this paper, we focus on kernel-based classification, such as the SVM [53], [54]. Multiple kernel algorithms, such as MKLGL [2], FIGA [4], and GAMKL [6], take single kernel algorithms a step further by representing the feature-vector with multiple kernels and then combining them to produce a single decision output. The kernel combination can be computed in many ways, as long as the combination results in a Mercer kernel [55]. For the feature-level fusion algorithms in this paper, we will assume that the kernel \( \mathcal{K} \) is composed by a weighted combination of pre-computed kernel matrices, i.e.,

\[
\mathcal{K} = \sum_{k=1}^{m} \sigma_k K_k,
\]

where there are \( m \) kernels and \( \sigma_k \) is the weight applied to the \( k \)th kernel. The domain of \( \sigma \) is very important and many MKL implementations only work for a single domain. For example, \( \Delta_2 = \{ \sigma \in \mathbb{R}^m : ||\sigma||_2 = 1, \sigma_k \geq 0 \} \) is the \( \ell_2 \)-norm MKL [1], [3]. MKLGL [2] uses a generalized MKL instantiation that allows for an \( \ell_p \)-norm domain \( \Delta_p = \{ \sigma \in \mathbb{R}^m : ||\sigma||_p = 1, \sigma_k \geq 0 \} \), simultaneously learning \( \sigma \) and the parameters of an SVM on the resultant kernel \( \mathcal{K} \). Similarly, the GAMKL and DeFIMKL algorithms also use a generalized MKL implementation where \( \sigma \) can be restricted to the \( \ell_p \)-norm domain.

A. The MKLGL algorithm [2]

As previously stated, MKLGL simultaneously learns the kernel weights, \( \sigma \), and the parameters of an SVM, \( \alpha \). These parameters are found by iteratively solving the generalized SVM optimization problem, which is a minimax problem. For more information on the kernel SVM formulation and its solution via MKLGL see [2], [56]. Algorithm 1 summarizes the MKLGL method.

B. The GAMKL algorithm [6]

The GAMKL algorithm uses a genetic algorithm to learn the optimal kernel weights, \( \sigma \), as outlined in Algorithm 2. The parameters shown in Algorithm 2 are those used in the experiments in this paper, though it may be necessary to modify them when using other datasets.

C. The DeFIMKL algorithm [6]

The formulation of the quadratic program used for the DeFIMKL algorithm, while not novel, does require considerable mathematical manipulation. The derivation of the algorithm is reviewed here.

Note that GAMKL was shown to be a generalized version of FIGA in [6].
Algorithm 1: MKLGL Classifier Training

**Data:** \((x_i, y_i)\) - feature vector and label pairs; \(K_k\) - kernel matrices; \(p\) - norm type

**Result:** \(\alpha\) - MKLGL classifier solution; \(\sigma\) - kernel weight vector

**Initialize** \(\sigma_k = 1/m, k = 1, \ldots, m\) - set kernel weights equal

**while not converged do**
- Solve unbalanced SKSVM for kernel matrix \(K = \sum_{k=1}^{m} \sigma_k K_k\) for the optimal solution \(\alpha\)
- Update the kernel weights, \(\sigma_k\) using
  \[
  \sigma_k = \frac{\sum_{k=1}^{m} \sum_{i=1}^{n} \alpha_i^2}{\left(\sum_{k=1}^{m} \sum_{i=1}^{n} f^2 \right)^{1/p}}, \quad k = 1, \ldots, m; \tag{4a}
  \]
  \[
  f_k = \sigma_k^2 (\alpha \circ y)^T K_k (\alpha \circ y). \tag{4b}
  \]

**endwhile**

Algorithm 2: GAMKL\(_p\) Classifier Training

**Data:** \((x_i, y_i)\) - feature vector and label pairs; \(K_k\) - kernel matrices; \(p\) - norm type (regularization)

**Result:** \(\sigma\) - Kernel weights

**Randomly initialize** population of 31 kernel weight vector chromosomes.

**for 25 generations do**
- **for each chromosome do**
  - Compute the kernel using (3).
  - Compute the fitness as the 5-fold cross-validation kernel SVM accuracy to suppress the effects of overtraining.
  - Select parents via fitness proportional selection with elitism.
  - Generate offspring with 60% crossover rate.
  - Mutate offspring with 5% mutation rate.
  - Normalize each chromosome to lie in the \(\ell_p\)-norm domain.
- Select \(\sigma\) as the fittest chromosome in the last generation.

Let \(f_k(x_i)\) be the decision-value on feature-vector \(x_i\) produced by the \(k\)th classifier in an ensemble. The overall decision of the ensemble is computed by the Choquet integral, where the evidence \(h\) is the set of decisions by the classifier ensemble and \(g\) encodes the relative worth of each classifier in the ensemble. So, mathematically, the ensemble decision \(f_g(x_i)\) on feature-vector \(x_i\) with respect to the FM \(g\) is produced by

\[
f_g(x_i) = \sum_{k=1}^{m} f_{\pi(k)}(x_i) [g(A_k) - g(A_{k-1})], \tag{5}
\]

where \(A_k = \{ f_{\pi(1)}(x_i), \ldots, f_{\pi(k)}(x_i) \}\), such that \(f_{\pi(1)}(x_i) \geq f_{\pi(2)}(x_i) \geq \ldots \geq f_{\pi(m)}(x_i)\). This is a generalized classifier fusion method that has been explored in many previous works [36], [48], [49], [57].

In [8], we proposed a method to learn the FM \(g\) from training data with a regularized sum-of-squared error (SSE) optimization, which we now briefly describe. Let the SSE be defined as

\[
E^2 = \sum_{i=1}^{n} (f_g(x_i) - y_i)^2. \tag{6}
\]

It can be shown that (5), as a Choquet integral, can be reformulated as

\[
f_g(x_i) = \sum_{k=1}^{m} [f_{\pi(k)}(x_i) - f_{\pi(k+1)}(x_i)] g(A_k), \tag{7}
\]

where \(f_{\pi(m+1)} = 0\) [7]. The SSE can thus be expanded as

\[
E^2 = \sum_{i=1}^{n} (H_{x_i}^T u - y_i)^2, \tag{8a}
\]

where \(u\) is the lexicographically ordered FM \(g\), i.e.,

\[
u = (g(\{x_1\}), g(\{x_2\}), \ldots, g(\{x_1, x_2\}), g(\{x_1, x_3\}), \ldots, g(\{x_1, x_2, \ldots, x_m\})),
\]

and

\[
H_{x_i} = \begin{pmatrix}
\vdots \\
\vdots \\
0 \\
\vdots \\
\vdots \\
\end{pmatrix}, \tag{8b}
\]

where \(H_{x_i}\) is of size \((2^m-1) \times 1\) and contains all the difference terms \(f_{\pi(k)}(x_i) - f_{\pi(k+1)}(x_i)\) at the corresponding locations of \(A_k\) in \(u\). We can now fold out the squared term in (8a), producing

\[
E^2 = \sum_{i=1}^{n} (u^T H_{x_i} H_{x_i}^T u - 2y_i H_{x_i}^T u + y_i^2)
\]

\[
= u^T Du + f^T u + \sum_{i=1}^{n} y_i^2, \tag{9}
\]

\[
D = \sum_{i=1}^{n} H_{x_i} H_{x_i}^T, \quad f = -\sum_{i=1}^{n} 2y_i H_{x_i}.
\]

Note that (9) is a quadratic function; hence, we can add in the constraints on \(u\), such that it represents a FM, producing a constrained QP. We can write the monotonicity constraint on \(u\), according to properties P4 and P5, as \(Cu \leq 0\), where

\[
C = \begin{pmatrix}
\Psi_1^T \\
\Psi_2^T \\
\vdots \\
\Psi_{m-1}^T \\
\Psi_m^{(2^m-1)}
\end{pmatrix}, \tag{10}
\]

and \(\Psi_i^T\) is a vector representation of the monotonicity constraint, \(g(x_1) - g(x_1, x_2) \leq 0\). Hence, \(C\) is simply a matrix of \(\{0, 1, -1\}\) values of size \((m(2^{m-1} - 1)) \times (2^m - 1)\). See
[8] for more details about the form of $C$. Thus, the full QP to learn the FM $u$ is

$$
\min_u 0.5u^T \hat{D} u + f^T u, \quad Cu \leq 0, \quad (0, 1)^T \leq u \leq 1, \quad (11)
$$

where $\hat{D} = 2D$. We will also test the performance of $\ell_2$ and $\ell_1$ regularization on the optimization at (11), i.e.,

$$
\min_u 0.5u^T \hat{D} u + f^T u + \lambda ||u||_p, \quad (12)
$$

where $p = 1$ for $\ell_1$ regularization and $p = 2$ for $\ell_2$. Again, see [8] for more discussion on this topic. The QPs at (11) and (12) provide a method to learn the FM $u$ (i.e., $g$) from training data. We now propose a method for using this learning method for ensemble learning with kernel SVMs.

We propose that each learner $f_k(x)$ is a kernel classifier, each trained on a separate kernel $K_k$; here, we will use the SVM. The SVM classifier decision value is

$$
\eta_k(x) = \sum_{i=1}^{n} \alpha_{ik} y_i K_k(x_i, x) - b_k, \quad (13)
$$

which is essentially the distance of $x$ from the hyperplane defined by the learned SVM model parameters, $\alpha_{ik}$ and $b_k$ [53], [54]. Typically, the class label is then computed as $\sgn\{\eta_k(x)\}$. One could use $f_k(x) = \sgn\{\eta_k(x)\}$ as the training input to the FM learning at (9), but this eliminates information about which kernel produces the largest class separation—essentially, the difference between $\eta_k(x)$ for classes labeled $y = +1$ and $y = -1$. Hence, we remap $\eta_k(x)$ onto the interval $[-1, +1]$, creating the inputs for learning by the sigmoid function,

$$
f_k(x) = \frac{\eta_k(x)}{\sqrt{1 + \eta_k^2(x)}}. \quad (14)
$$

Thus, the training data for DeFIMKL are $\{(K_k = [\eta_k(x_1, x_j)] \cdot f_k(X), y), k = 1, \ldots, m\}$, where $K_k$ are the kernel matrices for each kernel function $\eta_k$, $f_k(X) = (f_k(x_1), \ldots, f_k(x_n))^T$ are the remapped SVM decision values, and $y = (y_1, \ldots, y_n)$ are the ground-truth labels of $X = (x_1, \ldots, x_n)$, respectively. The output of the QP problem is the learned FM $g$. The training process is summarized in Algorithm 3.

**Algorithm 3:** DeFIMKL Classifier Training

<table>
<thead>
<tr>
<th>Data: $(x_i, y_i)$ - feature vector and label pairs; $K_k$ - kernel matrices</th>
</tr>
</thead>
<tbody>
<tr>
<td>Result: $u$ - Lexicographically ordered fuzzy measure vector</td>
</tr>
<tr>
<td>for each kernel matrix do</td>
</tr>
<tr>
<td>Compute the kernel SVM classifier decision values, $\eta_k$, as in (13).</td>
</tr>
<tr>
<td>Remap the decision values onto the interval $[-1, +1]$ as $f_k$ using (14).</td>
</tr>
<tr>
<td>Solve the minimization problem in (11) for the FM $u$.</td>
</tr>
</tbody>
</table>

A new feature vector $x$—from a test data set—can be classified by the trained algorithm with the following procedure:

1) Compute the SVM decision values $f_k(x)$ by using (13) and (14);
2) Apply the Choquet integral at (5) with respect to the learned FM $g$;
3) Compute the class label by $\sgn\{f_g(x)\}$.

We now will apply the MKL algorithms discussed here to a pertinent defense and security problem, explosive hazard detection.

V. EXPLOSIVE HAZARD DETECTION DATASET

Our explosive hazard data set is composed of a collection of 1,955 11-dimensional feature vectors with class labels $\{-1, +1\}$, corresponding to true negatives and true positives, respectively. These feature vectors are computed by applying preprocessing and prescreener algorithms to GPR data, as discussed below.

A. Ground Penetrating Radar Data and Preprocessing

The raw data upon which this work is based was collected using a hand-held downward-looking GPR. The data acquired from this system include a time series of radar returns at a large number of discrete locations along a lane, the GPS locations of these radar returns, and a list of ground truth locations for a set of various types of explosive hazards. For more information regarding the GPR system and the data collected, see our previous work [56], [58].

Before applying the prescreening algorithm, the data collected by the GPR system was first preprocessed using robust principal component analysis (RPCA) [59]. The application of RPCA to GPR data has previously been shown to be fruitful since it decomposes the data into a low-rank component and a sparse component [58], [60], [61]. In this context the low-rank component corresponds to the slowly-varying background component of the radar returns, and the low-rank component represents outliers such as targets. Reference [58] contains additional information on how RPCA is applied to these data.

B. Prescreener and Feature Extraction

A simple energy-based prescreener using the RPCA sparse component was utilized to identify queue points to be investigated using the classifiers. The energy of each discrete radar return was found and a ground map was formed as shown in Figure 2. The prescreener then flags local maxima in the integrated energy ground map as queue points, and features are then extracted from those points. The features that were collected from the queue points for this experiment were based on energy and localized contrast. Specifically, for each queue point location, the features include

- the energy at the detection location;
- the energy in a disk of radius 20 cm in the integrated energy ground map;
- the ratios of energy in disks of radius 10, 20, 30, and 40 cm to the energy in a disk of radius 50 cm in the integrated energy ground map;
the ratios of energy in circles of radius 10, 20, and 30% of total image size to total energy in the B-scan image.

C. Performance metric: NAUC

Results for explosive hazard detection are typically presented as receiver operating characteristic (ROC) curves. The horizontal axis, though typically labeled as a false alarm rate, is also directly proportional to a threshold against which the confidence of the hits is compared. As the threshold is increased, the relation of the probability of detection and false alarm rate (FAR) is shown. To quantify the results of a particular ROC, we find the normalized area under the ROC (NAUC) up to a FAR of 0.1 FA/m². This FAR rate was chosen to balance detection performance with practicality—a larger FAR will generally give better detection probability, however, the increased number of false alarms wastes time in the field. The NAUC equation is

\[
NAUC = \frac{1}{0.1} \int_{0}^{0.1} P_{D}(FAR) dFAR,
\]

where \(P_{D}(FAR)\) is the probability of detection at false alarm rate, FAR. Equation (15) shows that the minimum value of the NAUC is zero if \(P_{D}(FAR) = 0\) for \(FAR \in [0, 0.1]\). It is also clear from Eq. (15) that an NAUC of 1 corresponds to perfect detection at zero FAR.

VI. EXPERIMENTS AND RESULTS

Here we present the results of the GAMKL and DeFIMKL algorithms after applying them to the GPR data set described in Section V using SVM classifiers; we use LIBSVM to implement the classifiers [62]. Their performance is presented alongside the results of the state-of-the-art MKLGL algorithm discussed in Section IV-A. Additionally, the results are compared with those of the prescreener such that the overall improvement can be evaluated.

Each experiment consists of 100 trials, where the results of these trials are statistically compared via a two-sample \(t\)-test at a 5% significance level. Including the standard deviation in the results highlights the sensitivity (variance) of each classifier to the selection of training data. In each trial the data set is partitioned into five partitions, each holding 20% of the data. The training/testing cycle is performed five times, where four partitions are used as training data and the remaining partition is used as the testing data; the testing results from each partition are combined to form the overall ROC for each trial and the NAUC is extracted as the performance metric.

Fifty RBF kernels are used in each algorithm with respective RBF widths \(\sigma\) logarithmically spaced on the interval \([10^{-2}, 10^{1.6}]\); the same RBF parameters are used for each algorithm.

TABLE I: NAUCs and percentage improvement compared to the prescreener*

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>NAUC</th>
<th>% Improvement</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prescreener</td>
<td>0.204</td>
<td>-</td>
</tr>
<tr>
<td>MKLGL1</td>
<td>0.438 (0.013)</td>
<td>115%</td>
</tr>
<tr>
<td>MKLGL2</td>
<td>0.466 (0.013)</td>
<td>129%</td>
</tr>
<tr>
<td>GAMKL1</td>
<td>0.504 (0.012)</td>
<td>147%</td>
</tr>
<tr>
<td>GAMKL2</td>
<td>0.494 (0.013)</td>
<td>142%</td>
</tr>
<tr>
<td>DeFIMKL1</td>
<td>0.350 (0.074)</td>
<td>72%</td>
</tr>
<tr>
<td>DeFIMKL1 (\lambda = 1)</td>
<td>0.461 (0.041)</td>
<td>126%</td>
</tr>
<tr>
<td>DeFIMKL2 (\lambda = 2)</td>
<td>0.486 (0.017)</td>
<td>138%</td>
</tr>
</tbody>
</table>

*Bold indicates the best performer according to a two-valued \(t\)-test at a 5% significance level.

A. Experiment 1

The first experiment was designed to compare the results of the MKL methods discussed in this paper with the prescreener and MKLGL algorithms. This experiment applies the different MKL classifiers to the same data partitions such that the results can be compared equally. Table I summarizes the average NAUCs from this experiment along with their improvement over the prescreener; the standard deviations are given in parentheses.

The results show that the GAMKL algorithm has superior performance when compared to the MKLGL algorithm and the regularized DeFIMKL algorithms’ performance is comparable to MKLGL’s performance, however, the \(\ell_2\)-regularized DeFIMKL algorithm does beat MKLGL. The standard deviation of DeFIMKL2 is marginally higher than that of MKLGL, suggesting that the DeFIMKL training is more closely dependent on the selection of training data and thus more susceptible to overtraining. This conclusion is further supported by the relatively large standard deviation exhibited by the unregularized DeFIMKL algorithm, which is to be expected since regularization was not employed to suppress the possibility of overtraining (i.e., classifier variance). GAMKL, on the other hand, has essentially equivalent classifier variance, i.e., it is just as susceptible to overtraining as MKLGL.

B. Experiment 2

A second experiment was performed with the DeFIMKL algorithm to observe the effects of the regularization parameter \(\lambda\). This experiment applies the regularized DeFIMKL algorithms to the data while varying \(\lambda\) over the range \([0, 10]\). Figure 3 summarizes the results of this experiment.

The trend of the plot shows the importance of including regularization with the DeFIMKL algorithm, since both DeFIMKL1 and DeFIMKL2 benefit by using a nonzero \(\lambda\). However, the average NAUC generally decreases as \(\lambda\) is increased. Furthermore, the standard deviation of the DeFIMKL2 results increases nearly consistently with increasing \(\lambda\), though the trend is opposite with the DeFIMKL1 standard deviation.

\(^3\)The B-scan image is a collection of individual radar returns surrounding the queue point location. This image essentially represents a vertical slice of earth at the queue point location. More details on these radar returns and B-scans can be found in [56], [58].
This paper applies a feature-level fusion algorithm, GAMKL$_p$, and a decision-level fusion algorithm, DeFIMKL, to a dataset derived from ground penetrating radar for explosive hazard detection. GAMKL$_p$ uses a genetic algorithm to find the multiple kernel mixing coefficients, $\sigma$, and is generalized to allow $\sigma$ to lie in the $\ell_p$-norm domain, $\Delta_p$. The DeFIMKL algorithm aggregates kernels through the use of the Choquet fuzzy integral with respect to a fuzzy measure learned by a regularized quadratic programming approach. We use MKLGL as the benchmark MKL algorithm, and show that both GAMKL$_p$ and DeFIMKL can outperform MKLGL.

A. Future Work

We have been working on a feature-level method for aggregating the kernels $K_k$ with a non-linear fuzzy integral. The main goal is to preserve the ability of the fuzzy integral to produce non-linear aggregations of the individual kernels, while ensuring that the result is a Mercer kernel. In order to achieve this, one must develop a way of sorting the kernel matrix terms in the Choquet integral with respect to a fuzzy measure learned by a regularized quadratic programming approach. We use MKLGL as the benchmark MKL algorithm, and show that both GAMKL$_p$ and DeFIMKL can outperform MKLGL.

VII. CONCLUSION
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