In consequence, it could be desirable to have an influence on the building of clusters. In last years additional algorithms were introduced e.g. for Self-Organized Maps (SOM), which are popular not only for clustering medical data. SOM belong to unsupervised learning neural networks and have a long tradition, but the results are not easy to interpret. As orientation support, an automatic "labeling" [16] or "colored marks" [17] were introduced for interpreting a trained map, because the features responsible for a cluster are not evident for a user. Additional recent developments such as a "weighted SOM" [18], introducing a user-specified instance-varying weight to improve the learning algorithm, combinations with techniques of Extreme Learning Machine (ELM) [19], to define the optimal structure for the clusters, or alternatives to SOM, e.g. Self-Adjusting Feature Maps (SAM) [20] using self-adjusting mechanisms to adapt the network size and keep a dynamical neighborhood topology, are only few examples for the efforts to optimize the learning processes and visualizations of the results.

In this article, a new clustering method is introduced, namely a Self-Enforcing Network (SEN), which is a self-organized learning neural network, using a "cue validity factor" to steer the clusters according to the interests with respect to the analysis. Subsequently the used medical data are presented and different results depending on the cue validity factor (cvf) are shown in a "map-visualization". In addition it is shown how specific sub-clusters can be generated that might be of special interest. In another step it is demonstrated how single cases can be associated to the according clusters and sub-clusters. Finally, additional possibilities of analysis with SEN are shortly discussed. Therefore, the aim of this study is twofold, namely to demonstrate how useful the combination of a SEN network with the usage of suited cvfs might be.

II. THE SELF-ENFORCING NETWORK (SEN)

The SEN is a new type of self-organized learning neural networks or unsupervised learning networks respectively, developed by our Research Group "Computer Based Analysis of Social Complexity" (CoBASC). "Self-organized learning" means that the network does not get any explicitly given learning goal but has to structure the input given to it according to an internal learning logic. The SEN is rather simple and comfortable to handle for a user; in addition its results are rather easy to understand for laymen not trained in neural networks. (cf. e.g. [21]).
The chief function of the SEN is the ordering or classifying respectively of data sets, i.e. objects with certain attributes. Hence each SEN operates on a database consisting of such objects and attributes. Usually these data are represented in a “semantical matrix”: The rows of the matrix represent the objects and the columns the according attributes; the values of the matrix are the “degree of affiliation” of the attributes to the objects. In this case the values of the semantical matrix are the real data imported from xls- or csv-files, using the min-max normalization, accordingly adjusted for the SEN with the interval [-1.0 – 1.0]:

\[ v_{\text{norm}} = \frac{v_{\text{raw}} - r_{\text{min}}}{r_{\text{max}} - r_{\text{min}}} \times (n_{\text{max}} - n_{\text{min}}) + n_{\text{min}}. \] (1)

The topology of SEN is dependent on the specific problem. It can be one-layered, if the semantical matrix is defined as a square matrix and if only objects that shall be classified are represented. The connections define if there is a feed-forward, feed-back, or, in the case that all objects are connected, a recurrent topology. All neurons might be input- and output neurons, depending on the external activation [21].

In the most cases, i.e. if the semantical matrix is defined by objects, attributes, and the connections between attributes and objects a SEN can be understood as a two-layered network by considering the attributes as input neurons and the objects as according output neurons. Again, depending on the distribution of the values in the semantical matrix, the network has a corresponding topology: If there are just connections between the attributes and the objects SEN has a feed-forward topology; if the objects are additionally connected with the attributes there is a feed-back topology, and if all neurons are connected then obviously SEN has a recurrent topology.

As in each neural network the dynamics of a SEN is generated by so-called activation functions. A user of a SEN can choose between different activation functions. In all cases \(a_j\) is the activation value of the receiving neuron \(j\), \(a_i\) are the activation values of the sending neurons \(i\), and \(w_{ij}\) as usual are the according weight values:

a) linear function
\[ a_j = \sum w_{ij} \ast a_i, \] (2)

b) tangens hyperbolicus (hyperbolic tangent)
\[ a_j = \tanh(\text{net}_j) = \frac{e^{\text{net}_j} - e^{-\text{net}_j}}{e^{\text{net}_j} + e^{-\text{net}_j}} \] (3)
and

c) the logistic function
\[ a_j = \frac{1}{1 + e^{-\text{net}_j}} \] (4)

In addition the user can select three functions, developed by our research group:

d) the linear-mean value function (LMF),
\[ a_j = \sum \frac{w_{ij} \ast a_i}{k}, \] (5)

with \(k\) = number of connections

e) the so-called logarithmic-linear function (LLF),
\[ a_j = \sum \begin{cases} g_3(a_j + 1) \ast w_{ij}, & \text{if } a_j \geq 0 \\ g_3([a_i + 1]) \ast -w_{ij}, & \text{else} \end{cases} \] (6)

One can interpret the use of the logarithm as a dampening factor that is “internal” to the function in contrast to “external” factors like, e.g., scale or decay in interactive networks. The basis 3 of the logarithm was chosen simply because basis 2 would generate too small activation values and basis 4 too large values. The function d) was also constructed for obtaining dampening effects. [22].

f) The enforcing activation function (EAF).
\[ a_j = \sum_{i=1}^{n} \frac{w_{ij} \ast a_i}{1 + |w_{ij} \ast a_i|} \] (7)

It depends on the specific problem, which activation function is best suited; in this study the linear function was used.

The operations of a SEN start by analyzing the values \(v_{oa}\) of the semantical matrix and by transforming the values of the semantical matrix into the weight matrix of the network. The weight matrix, hence, is generated from the semantical matrix. If an object \(o\) does not have the attribute \(a\) and hence the according semantical value \(v_{oa} = 0\), then the weight value \(w_{oa}\) is 0 and remains so; in all other cases the weight value \(w_{oa}\) is
\[ w_{oa} = c \ast v_{oa} \] (8)
\(c\) is a constant usually defined as \(0 \leq c \leq 1\). It has the same function as the well-known learning rate in standard neural networks.

The learning rule of a SEN that varies the values of the weight matrix according to the problem is:
\[ w(t + 1) = w(t) + \Delta w \, \text{and} \, \Delta w = c \ast w_{oa}. \] (9)

If more learning steps are necessary, i.e. if SEN has not reached an attractor, then
\[ w(t + 1) = w(t) + c, \]
\[ \text{if } w(t) \neq 0, \] (10)
if \(w(t) = 0\) then \(w(t + 1) = 0\) for all learning steps.

In most cases, according to numerous experiences, it is sufficient to use \(c = 0.1\). To be sure, the weight values between two different objects \(a\) and \(b\) and two different attributes \(x\) and \(y\) usually are
\[ w_{ab} = w_{xy} = 0. \] (11)
A. The cue validity factor (cvf)

The cue validity is a measure how important certain attributes are for membership in a given category [23; 24].

For example, the attribute of four legs is not very typical for the category “dog” because a lot of other animals also have four legs. In contrast the attribute “barking” is very typical for a dog as no other animals make such noises.

By using cvf-values it is possible to distinguish between the importance of an attribute for the analysis. If the value of the cvf = 1 or higher, the attribute is most important; if cvf = 0 than the attribute is not considered for clustering.

Then Equation (8) becomes

\[ \Delta w = c \cdot v_{oa} \cdot cvfa. \]  

(12)

To put it into a nutshell, a SEN learning process consists of a) the transformation of the semantical matrix into a weight matrix according to equation (9), and b) the learning runs, i.e. the enforcing of the weight values, according to (9) or (12) respectively. The learning process, i.e. the assignment of a new object, is finished when a point attractor has been reached. The result of this learning process is given by the end activation values of those neurons that represent the specific objects.

This assignment of a new object is done by the comparison of the attribute values of the new object with the end activation vectors of the objects that are already part of the network.

B. Visualizations

The results of a SEN system can be seen by a user in different ways that allow a fast interpretation:

a) Tabular results, consisting of the end activation values of the object neurons; in this case the meaning of the end activation values is that the higher the values are the more relevant are the objects, according to the purposes that are to be analyzed.

b) A map visualization, representing the approximated similarity between the objects.

Because this visualization is most important in this article, it should be described in more detail: Two entities should attract each other when their distance in the coordinate system is larger than the Euclidean distance of the vectors these entities represent. Likewise two entities should repel each other when their distance is smaller than the distance of their vectors.

A so-called error vector \( \vec{e}_i \) of the entity \( i \) is defined as follows:

\[ \vec{e}_i = \sum_{k=0}^{n} (\vec{p}_i - \vec{p}_k) \times \frac{(|\vec{v}_i - \vec{v}_k| - |\vec{v}_i - \vec{p}_k|)}{|\vec{p}_i - \vec{p}_k|}, \]  

(13)

where \( n \) is the number of entities in the coordinate system, \( p \) is the entity’s position in the coordinate system and \( v \) is the actual vector the entity represents. As the fraction’s denominator is 0 whenever \( \vec{p}_i \) and \( \vec{p}_k \) are equal, entities do not interact with themselves or other entities at the same coordinates.

In the second step all entities get shifted according to their error vector \( \vec{e}_i \). At timestep \( t \) an entities position is defined as:

\[ \vec{p}_i(t) = \vec{p}_i(t - 1) + \frac{\vec{e}_i}{2 + n}. \]  

(14)

Whenever the current step led to a stable state, i.e. no entity was shifted more than a certain threshold\(^1\) the number of entities in the coordinate system is doubled by removing \( n \) entities from the waiting queue, and positioning them in the coordinate system, where \( n \) again is the number of entities already presented there.

The algorithm ends as soon as it reaches a stable state and the waiting queue is empty.

After the learning process is finished, a user can insert a so-called input vector containing the different attributes, in the context of this article, new medical data.

The following SEN-visualizations are only activated if a user inserts a new input vector; these forms of representing the results are chiefly important for a (practical) user.

c) SEN-Visualization in form of a “center modus”:

This modus operates the following way: When a user inserts a new case (e.g. counter ID) into the SEN system, the center modus places the inserted vector in the center of the visualization plane – hence the name of the modus. The objects, i.e. the trained counter IDs, are placed in the beginning at the periphery of the plane. Subsequently the objects are attracted to the center in dependency of the end activation values. In the end the user gets the visual information that those objects are the more probable candidates for the inserted IDs the nearer they are placed to the center. In other words, this visualization modus computes the geometrical distance of the different objects to the inserted vector as center. This is done by computing a distance \( r \) of an object to the input-vector:

\[ r = \begin{cases} 1 - a_{rel} & \text{if } a_{rel} \geq 0 \\ 1 - \tanh(a_{rel}) & \text{else.} \end{cases} \]  

(15)

The relative activation \( a_{rel} \) is defined as:

\[ a_{rel} = \frac{a}{a_{max}}. \]  

(16)

One can interpret this modus as the transformation of semantical relations into geometrical ones.

d) Ranking and Distance after an input

The classification of the objects, in particular by comparison with one or several reference types, is measured twofold: by computing the distance between the final activation values of the respective attributes that characterize the objects, and measuring the Euclidian distance between each trained objects and the new object which shall be classified. In other

\(^1\) The algorithm for the map visualization was developed by Björn Zurmaar, a PhD student of our research group.

\(^2\) This threshold is currently 5% of the Euclidian Distance of the two most different vectors.
words, in the first case the final activation values are ordered as a vector and the according "distance" to other attribute vectors is measured by the difference of the highest activation values to those of the reference types, and in the second case the smallest difference is taken into account. The values of the end activations are additionally shown in form of beams whose lengths represent the size of the values.

III. SELECTED DATA

The selected data are already analyzed with the 'multivariable logistic regression' by [25]. In this article the focus of the study was the importance of the measurement of HbA1c (Glycated hemoglobin) using 70,000 inpatient diabetes encounters. The dataset includes 10 years (1999-2008) of clinical care (1999-2008) at 130 US hospitals. The encounters contain information following the criteria a) of a hospital admission, b) diabetes, in any kind, was entered to the system, c) the length of stay was between 1 and 14 days, d) laboratory tests were performed and e) medications were administered.3

For the purposes of this article, only the first 1.000 of 101.767 data were chosen to analyze how the data could be in principal clustered with different cvf-values. The goal of this study was to see, if there can be any clusters observed, without knowing too much about the data; in addition the selection of this data-set is to enable a reproducible analysis.

Because the dataset has numeric and nominal values, the data have to be transposed only in numerical values. Table 1 shows the list of the 19 selected attributes from the 55 in the data set, and the encoding for the data.

<table>
<thead>
<tr>
<th>Attributes</th>
<th>Codes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Race</td>
<td>1 - 5</td>
</tr>
<tr>
<td>Gender</td>
<td>1 = Femal; 2 = Male</td>
</tr>
<tr>
<td>Age</td>
<td>Original data</td>
</tr>
<tr>
<td>Medical specialty</td>
<td>1 - 38</td>
</tr>
<tr>
<td>Admission type</td>
<td>1 - 6</td>
</tr>
<tr>
<td>Discharge disposition id</td>
<td>1 - 25</td>
</tr>
<tr>
<td>Admission source id</td>
<td>1 - 20</td>
</tr>
<tr>
<td>Time in hospital</td>
<td>Original data</td>
</tr>
<tr>
<td>Number of lab procedures</td>
<td>Original data</td>
</tr>
<tr>
<td>Number of procedures</td>
<td>Original data</td>
</tr>
<tr>
<td>Number medications</td>
<td>Original data</td>
</tr>
<tr>
<td>Diagnosis 1</td>
<td>Original data and coded (e.g. V = 23) ICD-9</td>
</tr>
<tr>
<td>Diagnosis 2</td>
<td>Original data and coded ICD-9</td>
</tr>
<tr>
<td>Diagnosis 3</td>
<td>Original data and coded ICD-9</td>
</tr>
<tr>
<td>Number diagnoses</td>
<td>Original data</td>
</tr>
<tr>
<td>Insulin dosage</td>
<td>No insulin = 0; Up = 1; Steady = 2; Down = 3</td>
</tr>
<tr>
<td>Diabetes Medications</td>
<td>0 = No; 1 = Yes</td>
</tr>
<tr>
<td>Readmitted</td>
<td>0 = No; 29 = readmitted in less than 30 days; 30 = readmitted in more than 30 days</td>
</tr>
<tr>
<td>HbA1c-Test</td>
<td>0 = Not measured; 1 = &gt;8 (the result was greater than 8% [25]); 2 = &gt;7 &lt; 8; 3 = normal</td>
</tr>
</tbody>
</table>

The objects are the encounter IDs; the patient number and other values were not taken into account for this analysis because it was only interesting to see how the data are clustered when all cvf-values are equal, in this case 1, and with different values accordingly. Because the most of the features are not relevant for the following study, the codes are no further defined. It is important to mention that the diseases in the data set are coded according to ICD-9.

IV. RESULTS

In the first learning process all attributes have a cvf = 1; the settings for the activation function is linear and the learning rate 0.1; this remains constant for all learning processes. The result is shown in Fig. 1:

![Fig. 1. The result of 1.000 data sets with a cvf-value 1.0 for all attributes](http://archive.ics.uci.edu/ml/datasets/Diabetes+130US+hospitals+for+years+1999-2008)
The results show that the influences of the cvf are clear. In the first case, no differentiation is given; the data are only clustered according to the gender. In the second case, only four clusters remain clear divided by gender and readmission according to the four combinatory possibilities, but there is a hint that the data are not homogeneous. Hence, it is obviously possible to steer the clustering according to the interesting question by using a suited cvf; the next examples demonstrate according steering effects.

The resulting question was now, if there are differences in readmissions in dependency of the medical specialty, diabetes medications and insulin. The cvf-values are accordingly: cvf-values = 1 for gender, medical specialty, insulin, diabetics medication, readmission, and HAb1c test; all others from Table 1 (= 13) have the value 0. The result is shown in Fig. 3:

The in grey highlighted columns have indeed in common the gender (female), the dosage of insulin was decreased (3), all patients have a diabetes medication, a high readmission rate, and the fact that no HAb1c test was made. In addition they have often a disease of the circulatory system (ICD-9: 390–459, 785 [25] – blue color) or a disease of the respiratory system (ICD-9: 460–519, 786 – green color), to name only two.

The next cluster to be analyzed is that on the right side of Fig. 4, gender female, not readmitted, and no diabetes medications:

### Selection of sub-clusters

To prove this assumption, only one sub-cluster was selected, which is possible in the SEN tool, and the data within the cluster are exported as a csv-file. Fig. 4 and Table II show the selected cluster and the results in the csv-file:
The results are shown in Table III:

TABLE III. EXERT OF THE DATA IN THE CLUSTER

<table>
<thead>
<tr>
<th>ID</th>
<th>Gender</th>
<th>Age</th>
<th>Readmitted</th>
<th>Diabetes</th>
<th>Insulin</th>
</tr>
</thead>
<tbody>
<tr>
<td>12345678</td>
<td>Male</td>
<td>35</td>
<td>YES</td>
<td>NO</td>
<td></td>
</tr>
<tr>
<td>87654321</td>
<td>Female</td>
<td>46</td>
<td>NO</td>
<td>YES</td>
<td></td>
</tr>
</tbody>
</table>

In this cluster there are 51 cases and all have in common the gender (female) and the values in the last four columns.

B. Insertion of single cases

In the next step all sub-clusters, which are not of interest, were excluded from the study. In this case all the data containing patients without medications of diabetes or insulin are removed from the semantic matrix.

In addition new data i.e. new patients can be inserted as input vectors and check if they are placed near to the clusters or as outliers, which means, that the data do not belong to the trained data.

Hence Fig. 6 only shows patients with diabetes and three new input vectors.

Fig. 6. Clustering of the IDs 5122188, 7431366 and 7285104 as input vectors.

In this case the gender male is on the left side; on the upper part are patients who are not readmitted, on the lower part with readmission.

The patients with the counter ID 5122188, and 743166 are inserted as a new input vector and are correct clustered to the patients who are high readmitted.

As an additional test, the counter ID 7285104 (female, high readmission, HAb1-test normal, no diabetes; appears as an outlier in the lower part on the right side of Fig. 6) was also inserted as a new input vector. In Fig. 7 the outlier is shown in a zoom-visualization.

In this case the counter ID as input vector allows the additional visualization in SEN, the computing of the ranking and distances, shown in Fig. 8:

Fig. 7. Zoom-visualization of the placement

This counter ID as input vector allows the additional visualization in SEN, the computing of the ranking and distances, shown in Fig. 8:
The visualization algorithm shows that no one of the trained vectors are attracted to the center and the computed ranking, i.e. the strongest activated neuron, show a low activation level to the ID 7121516; the distance, meaning the lowest distance to a trained vector, has a high distance of 5.32 to the ID 3006750. Both patients are female, have a high readmission and the HAb1-test was normal; but both of them have diabetes and this is the most important difference to the new inserted vector.

V. SECOND EXAMPLE

In this case other real clinical data, obtained from the University Hospital in Essen, are analyzed, which contain additional information as "Diagnosis-related group" (DRG), a system to classify hospital cases, "Patient Clinical Complexity Level" (PCCL) with the levels 0 – 4, describing no comorbidity and/or complication (0) to extremely severe comorbidity and/or complication (4), cost factors, and the record that the patients were falling during the hospital stay and at what time it happened. In total 800 records were analyzed.

The intuitive assumption was that patients are falling at night because of not wanting to disturb the nursing staff, or being disorientated in the strange environment. By analyzing the data, the SEN analysis shows a different picture with a cvf-value of 0.1 for gender, PCCL, and time of falling (Fig. 9):

The clusters are clear divided in female (left side) and male (right side), and according to the PCCL levels 0 - 4.

The results show that indeed, a lot of patients are falling during night; but especially patients with the PCCL level 4 are falling during the hole day, and, this is a little surprising, also patients with PCCL 0. The records for female patients with the level 1-3, and male patients with level 1-2 show some exceptions, which might be during breakfast or lunch time; in addition in the data set no records for falling are between 10.30 a.m. and 0.0 a.m. A closer study may show correlations between diseases, medication or other reasons for the falling cases; of particular importance are possible measures in order to prevent falling cases.

From an economic point of view, it is possible to add a cvf-value for the cost factor and see if there are differences in the clusters. The result shows some outliers (Fig. 10):

The differentiation according to the PCCL level remains; in this case outliers are of interest. The vectors representing the outliers can be selected and removed from the semantical matrix and transferred as "input vectors". This enables again the other visualization algorithms to compare the vectors. Fig. 11 shows the result:
The ranking and distance visualization have both as result the ID 82074235 with an activation of 0.38 (ranking) and distance of 6.33, meaning that the next similar vector has more differences than similarities; for example: the age 6 vs. 65, stay in hospital 585 days vs. 103, costs factors 99.45 vs. 41.50. The only similarities are the gender male and the PCCL level 4. The other outlier can be analyzed accordingly.

When SEN has generated specific clusters of interest, new patient data can be inserted as input vector and it can be analyzed, if they belong to a known cluster or not. A user can decide if the new data should be transferred into the semantic matrix for further analysis.

VI. CONCLUSION AND FURTHER WORK

This prototype already shows the potential of a SEN for clustering medical data. Using for all features the same cvf-factor a first approximation of different clusters can help to make a decision, which sub-clusters should be analyzed in more detail or which features are of more interest. The demonstrated combination of the SEN algorithm and the usage of suited cvfs shows the possibilities for the important task of clustering clinical data.

Especially the selection and export of the data in sub-clusters enable a pre-selection of the data for additional algorithms, e.g. for statistical ones.

Using a tool for this demonstration means that only a limited number of the data can be analyzed in an acceptable time. Because of the promising approach, the SEN should be reprogrammed according to the newest developments in fastening the processing data.
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