Multivariate Time-Varying Volatility Modeling using Probabilistic Fuzzy Systems
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Abstract—Methods to accurately analyze financial risk have drawn considerable attention in financial institutions. One difficulty in financial risk analysis is the fact that banks and other financial institutions invest in several assets which show time-varying volatilities and hence time-varying financial risk. In addition, these assets are typically correlated and the correlation between different assets may change over time. Such changes in the multivariate volatility structure of the assets lead to substantial changes in the financial risk of a portfolio held by the financial institution. Therefore analyzing changes in the volatility of assets in a multivariate setting is essential to document changing risk properties of financial institutions. In this paper we propose a Probabilistic Fuzzy System (PFS) to model the unobserved time-varying correlation between a large set of financial returns. We define a parsimonious PFS where the current pairwise correlations between assets depend on two antecedent variables, namely the minimum and maximum past correlation in the market. We exemplify the proposed PFS model in six pairwise correlations for four industry portfolios in the US and show that the proposed method captures time-varying pairwise correlations while keeping the antecedent space parsimonious. Furthermore, we show that a portfolio investor that invests in these US industries calculates a lower risk for his/her portfolio when time-varying correlation estimates are not taken into account.

I. INTRODUCTION

Assessing measures of risk for financial returns has an important role in investment decisions, portfolio analysis and regulatory purposes [1], [2]. Accurate financial risk analysis has drawn considerable attention after the recent financial crisis [2], [3]. Measures of risk often need to be analyzed for more than one financial asset since most investment decisions are based on a selected portfolio of multiple assets, where the investor aims to diversify of risk [4].

For a univariate time series of financial returns, the associated risk changes considerable over time, which is denoted by time-varying conditional volatility in asset returns [5]. Methods which avoid strong distributional assumptions prove to be useful for estimating such time-varying volatility [6], [7], [8], [9], [10]. For multiple financial returns, rather than modeling assets in a univariate manner, several multivariate models have been developed with specifications able to model and predict the temporal dependence in the second-order moments of many assets taking into account the correlated behavior of different assets [11], [12], [13], [14]. These models provide insight into stylized effects in assets returns such as time-varying correlations, portfolio diversification and contagion. For example, if the portfolio is based on two negatively correlated stocks, the portfolio is said to be ‘well-diversified’ with small risk [4]. Thus an accurate risk calculation, e.g. for a portfolio of financial assets, requires the accurate calculation of assets’ correlation at the given decision time.

Earlier research has shown that correlations between financial returns change over time, and these changing correlations are driven by common factors such as a financial crisis [15]. Different methodologies, with different distributional assumptions for correlation, have been proposed to calculate time-varying correlations for returns. Parametric models are proposed to estimate correlations between returns as well as other model parameters [16]. Alternative methodologies are based on moving window correlation estimates, where time-varying correlation at a given time is approximated by a proxy, namely the sample correlation at a selected time window. Moving window estimates have the advantage of avoiding strong distributional assumptions and are shown to perform well particularly in forecasting [17]. However, these estimates are also shown to be sensitive to the selection of a window size and there is a natural trade-off between capturing time variation in correlations and obtaining an accurate proxy for correlation at a given time. In [18], a PFS model is developed for modeling time-varying correlations of financial returns. It is also shown that the PFS model for conditional correlation captures time varying correlation and conditional volatility without an underlying restricted statistical model for the correlations for a single correlation between two stock market indices. PFS has also been shown to perform well for conditional volatility and risk estimation [19], [7], [9].

In [18] a PFS model is presented where the pairwise correlations between two specific assets depend on the pairwise...
correlation of these assets in the last period. For multiple assets, it is intuitive that the correlation between two specific assets also depend on other pairwise correlations and the overall market properties in general. Such an extension of the PFS model requires a large antecedent space for the PFS model especially when the number of assets, hence the number of pairwise correlations between assets is high. In this paper, we extend the PFS model in [18] to model multivariate pairwise correlations between a large set of returns where correlations between assets can depend on the past correlation between all assets. The proposed model is refined to be parsimonious in the sense that past correlations are summarized using two antecedent variables, namely the minimum and maximum past correlation in the market. The proposed model is also different from the earlier PFS models since the antecedent and the correlation in the market. The proposed model is also different from the univariate correlation model in [18]. The obtained proposed PFS model thus is useful to assess the portfolio risk leads to higher risk estimates for a portfolio investor. The we show that taking time-varying correlation into account correlations while keeping the antecedent space parsimonious.

We apply the proposed parsimonious PFS model to six pairwise correlations for four industry portfolios in the US and show that the proposed method captures time varying pairwise correlations while keeping the antecedent space parsimonious. We show that taking time-varying correlation into account leads to higher risk estimates for a portfolio investor. The proposed PFS model thus is useful to assess the portfolio risk accurately. Finally, we compare the proposed multivariate PFS with the univariate correlation model in [18]. The obtained univariate correlation results are in general in line with those from the proposed PFS. Despite this similarity, we show that the univariate PFS model results cannot be used to assess the portfolio risk due to the violation of the necessary conditions of a positive definite multivariate volatility matrix.

II. PROBABILISTIC FUZZY SYSTEMS

A probabilistic fuzzy system follows an idea similar to [20], [21] where the different concepts [22], [23], [24], [25] of fuzzy sets and probabilities are complementary [23]. In this work we consider that the probabilistic uncertainty relate to aleatoric variability, while fuzzy sets are used to represent gradualness, epistemic uncertainty or bipolarity [24], [26].

The PFS consists of a set of rules whose antecedents are fuzzy conditions and whose consequents are probability distributions. Assuming that the input space is a subset of \( \mathbb{R}^n \) and that the rule consequents are defined on a finite domain of a positive definite multivariate volatility matrix.

portfolio risk due to the violation of the necessary conditions from the proposed PFS. Despite this similarity, we show that the univariate correlation model in [18]. The obtained proposed PFS model thus is useful to assess the portfolio risk leads to higher risk estimates for a portfolio investor. The we show that taking time-varying correlation into account correlations while keeping the antecedent space parsimonious.

We apply the proposed parsimonious PFS model to six pairwise correlations for four industry portfolios in the US and show that the proposed method captures time varying pairwise correlations while keeping the antecedent space parsimonious. We show that taking time-varying correlation into account leads to higher risk estimates for a portfolio investor. The proposed PFS model thus is useful to assess the portfolio risk accurately. Finally, we compare the proposed multivariate PFS with the univariate correlation model in [18]. The obtained univariate correlation results are in general in line with those from the proposed PFS. Despite this similarity, we show that the univariate PFS model results cannot be used to assess the portfolio risk due to the violation of the necessary conditions of a positive definite multivariate volatility matrix.

II. PROBABILISTIC FUZZY SYSTEMS

A probabilistic fuzzy system follows an idea similar to [20], [21] where the different concepts [22], [23], [24], [25] of fuzzy sets and probabilities are complementary [23]. In this work we consider that the probabilistic uncertainty relate to aleatoric variability, while fuzzy sets are used to represent gradualness, epistemic uncertainty or bipolarity [24], [26].

The PFS consists of a set of rules whose antecedents are fuzzy conditions and whose consequents are probability distributions. Assuming that the input space is a subset of \( \mathbb{R}^n \) and that the rule consequents are defined on a finite domain \( Y \subseteq \mathbb{R} \), a probabilistic fuzzy system consists of a system of rules \( R_q, q = 1, \ldots, Q \), of the type

\[
R_q : \text{If } x \text{ is } A_q \text{ then } f(y) = f(y|A_q),
\]

where \( x \in \mathbb{R}^n \) is an input vector, \( A_q : X \rightarrow [0, 1] \) is a fuzzy set defined on \( X \) and \( f(y|A_q) \) is the conditional pdf of the stochastic output variable \( y \) given the fuzzy event \( A_q \). The interpretation is as follows: if fuzzy antecedent \( A_q \) is fully valid \( (x \in \text{core}(A_q)) \), then \( y \) is a sample value from the probability distribution with conditional pdf \( f(y|A_q) \).

A PFS has been described with two possible and equivalent reasoning mechanisms, namely the fuzzy histogram approach and the probabilistic fuzzy output approach [27]. We summarize these reasoning mechanisms, and refer to [27] for a detailed description. In both cases, we suppose that \( J \) fuzzy classes \( C_j \) form a fuzzy partition of the compact output space \( Y \).

A. Fuzzy histogram model

In the fuzzy histogram model, the true unobserved pdf \( f(y|A_q) \) of each rule in (1) is replaced by its fuzzy approximation \( \hat{f}(y|A_q) \), yielding the rules for \( q = 1, \ldots, Q \)

\[
\hat{R}_q : \text{If } x \text{ is } A_q \text{ then } f(y) = \hat{f}(y|A_q),
\]

where \( \hat{f}(y|A_q) \) is a fuzzy histogram conform [28]

\[
\hat{f}(y|A_q) = \sum_{j=1}^{J} \frac{\hat{Pr}(C_j|A_q) u_{C_j}(y)}{\int_{-\infty}^{\infty} u_{C_j}(y)dy},
\]

and fuzzy classes \( C_1, \ldots, C_J \) form a fuzzy partition of the compact output space \( Y \). Fuzzy histograms have a high level of statistical efficiency due to the overlapping membership functions.

The output of a probabilistic fuzzy system of the form (2)-(3) has a proper pdf under the following necessary conditions for the probability parameters

\[
\sum_{j=1}^{J} \hat{Pr}(C_j|A_q) = 1, \quad \hat{Pr}(C_j|A_q) \geq 0, \quad \forall j, q.
\]

B. Probabilistic fuzzy output model

In the probabilistic fuzzy output approach, also referred to as Mamdani PFS [29], [19], [30], each rule output in (1) is defined with the following stochastic mapping between fuzzy antecedents and fuzzy consequents form

\[
\text{Rule } \hat{R}_q : \text{If } x \text{ is } A_q \text{ then } y = C_1 \text{ with } \hat{Pr}(C_1|A_q) \text{ and } \ldots \quad y = C_J \text{ with } \hat{Pr}(C_J|A_q),
\]

where \( \hat{Pr}(C_j|A_q) \) for \( j = 1, \ldots, J \) and \( q = 1, \ldots, Q \) are estimates of probability parameters satisfying condition (4), and PFS rules specify a probability distribution over a collection of fuzzy sets \( C_1, \ldots, C_J \), partitioning the output space \( Y \).

C. Equivalence of reasoning mechanisms

Although the fuzzy rule bases (2) and (5) are different, it can be shown that the two corresponding probabilistic fuzzy systems implement the same crisp input-output mapping [27]. Let \( \beta_q(x) = u_{A_{q_1}}(x)/\sum_{q=1}^{Q} u_{A_{q}}(x) \) be the normalised degree of fulfilment of rule \( R_q \), where \( u_{A_q} \) is the degree of fulfilment of rule \( R_q \). When \( x \) is \( n \)-dimensional, \( u_{A_q} \) is determined as a conjunction of the individual memberships in the antecedents computed by a suitable t-norm, i.e.,

\[
u_{A_{q}}(x) = u_{A_{q_1}}(x_1) \circ \cdots \circ u_{A_{q_n}}(x_n),
\]

where \( x_i, i = 1, \ldots, n \) is the \( i \)-th component of \( x \) and \( \circ \) denotes a t-norm. The output of the fuzzy rules (5) is a
conditional probability density function as presented in (2), if an additive reasoning scheme is used with multiplicative aggregation of the rule antecedents [27].

The conditional output probability distribution function \( \hat{f}(y|x) \) given an input vector \( x \) is

\[
\hat{f}(y|x) = \sum_{j=1}^{J} \sum_{q=1}^{Q} \beta_q(x) \hat{f}(C_j|A_q) \frac{UC_j(y)}{\int_{-\infty}^{\infty} UC_j(y) dy},
\]

assuming that the output space is well-formed [27], i.e. that

\[
\sum_{j=1}^{J} UC_j(y) = 1, \quad \forall y \in Y.
\]

Under these conditions, a crisp output using the expected value can be calculated based on the probability distribution function \( \hat{f}(y|x) \)

\[
\hat{\mu}_{y|x} = \hat{E}(y|x) = \int_{-\infty}^{\infty} y \hat{f}(y|x) dy = \sum_{q=1}^{Q} \sum_{j=1}^{J} \beta_q(x) \hat{f}(C_j|A_q) z_{1,j},
\]

where \( z_{1,j} = \int_{-\infty}^{\infty} y UC_j(y) dy / \int_{-\infty}^{\infty} UC_j(y) dy \) is the centroid of the \( j \)th output fuzzy set.

### III. Multivariate Volatility Modeling Using PFS

In this paper we extend the PFS model for a single correlation in [18] to a PFS model for multivariate volatility modeling. Specifically, we define a PFS model for the pairwise correlations for the multivariate volatility of \( n \) returns, denoted by \( y_t = (y_{1,t}, y_{2,t}, \ldots, y_{n,t})' \) where the returns are defined as

\[
y_{i,t} = H_t^{1/2} z_{i,t}
\]

for \( t = 1, \ldots, T \) time periods. In (11), the unobserved variable \( z_{i,t} = (z_{1,t}, \ldots, z_{n,t})' \) is such that \( z_{i,t} \) for \( i = 1, \ldots, n \) are random variables with mean 0 and variance 1, \( H_t \) is a \( n \times n \) positive definite matrix and \( H_t^{1/2} \) denotes the Choleski decomposition of \( H_t \). In addition, the \( n \times n \) matrix \( H_t = \text{Var}(y_t) \) represents the time-varying variance-covariances of \( y_t \), which by construction are not observable.

Different models have been proposed to model the time-varying conditional variance-covariance matrix \( H_t \) in (11). Conventional methods for multivariate correlation analysis make use of the dependency of the current covariances \( H_t \) and past covariances \( H_{t-1}, \ldots, H_{t-p} \) leading to smooth changes in the variance-covariance structure over time [16]. Particularly for large \( n \), ensuring a positive definite matrix \( H_t \) is cumbersome. This necessary condition may lead to additional parameter restrictions in models [16].

The following decomposition of the variance-covariance matrix is often used to identify variances and correlation coefficients [16]:

\[
H_t = D_t R_t D_t
\]

\[
D_t = \begin{pmatrix} h_{1,1,t}^{1/2} & 0 \\ \vdots & \ddots & \vdots \\ 0 & \cdots & h_{n,n,t}^{1/2} \end{pmatrix}
\]

\[
R_t = \begin{pmatrix} 1 & \rho_{1,2,t} & \cdots & \rho_{1,n,t} \\ \rho_{2,1,t} & 1 & \cdots & \rho_{2,n,t} \\ \vdots & \vdots & \ddots & \vdots \\ \rho_{n,1,t} & \rho_{n,2,t} & \cdots & 1 \end{pmatrix}
\]

where the off-diagonal elements of \( R_t \) includes all pairwise correlations \( \rho_{i,j,t} \) and \( \rho_{i,j,t} = \rho_{j,i,t} \) by definition.

The covariance matrix decomposition in (12) ensures a positive definite matrix \( H_t \) in a univariate correlation case with \( n = 2 \) provided that the diagonal elements of \( D_t \) are positive and \( \rho_{1,2,t} \in (-1, 1) \) in all time periods \( t \). Ensuring that \( H_t \) is positive definite is more involved when \( n > 2 \). We illustrate this for \( n = 3 \) and the following numerical values

\[
H_t = D_t R_t D_t
\]

\[
\begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{pmatrix}
\]

where \( \text{det}(H_t) = \text{det}(R_t) = -0.76 \) and \( H_t \) is not a positive definite matrix. In this multivariate volatility setting, although the diagonal elements in \( D_t \) are positive and \( \rho_{i,j,t} \in (-1, 1) \) for all \( t \), the resulting multivariate correlation matrix may fail to satisfy the positive definiteness condition. The necessary condition of correlations instead is a positive definite correlation matrix \( R_t \), with \( \text{det}(R_t) > 0 \). In this paper, we do not explicitly deal with the conditions to satisfy a positive definite \( R_t \). We instead check whether this condition is satisfied with the obtained parameter values.

The diagonal elements of the matrix \( D_t \) can be estimated using a given conditional volatility model for each series, as shown in [18]. For a crude estimation of the correlation coefficients \( \rho_{i,j,t} \), moving–window (MW) correlation estimates \( \hat{\rho}_u \) using window length \( m \) can be calculated using Pearson’s linear correlation coefficient:

\[
\hat{\rho}_{i,t} = \frac{\sum_{t'=t-m+1}^{t} y_{i,t'} y_{i,t}}{m}, \quad \text{for } i = 1, \ldots, n
\]

\[
\hat{\sigma}_{i,t}^2 = \frac{\sum_{t'=t-m+1}^{t} (y_{i,t'} - \hat{\mu}_{i,t})^2}{m - 1}, \quad \text{for } i = 1, \ldots, n
\]

\[
\hat{\rho}_{i,j,t} = \frac{\sum_{t'=t-m+1}^{t} (y_{i,t'} - \hat{\mu}_{i,t})(y_{j,t'} - \hat{\mu}_{j,t})}{(m - 1)\hat{\sigma}_{i,t}\hat{\sigma}_{j,t}}.
\]

The PFS model we propose makes use of the MW correlation estimates in (17)–(19) to obtain the antecedent and consequent variables. Specifically, we define the following PFS rules for \( q = 1, \ldots, Q \):

\[
\hat{R}_q : \min_{i,j} \hat{\rho}_{i,j,t-1}^{(m)} = A_{q1} \quad \text{and} \quad \max_{i,j} \hat{\rho}_{i,j,t-1}^{(m)} = A_{q2}
\]

\[
f(\hat{\rho}_{i,j,t}^{(m)}) = \hat{f}(\hat{\rho}_{i,j,t}^{(m)}|A_{q1}, A_{q2})
\]

where \( i = 1, \ldots, n - 1, \ j = i + 1, \ldots, n \), denotes the
asset indices for pairwise correlations, \( t \) denotes the time period, the consequents are estimated using (19) with a pre-selected window size \( m \), and \( \hat{f}(\hat{\rho}_{i,j}^{(m)}|A_q) \) is a fuzzy histogram described as [28]

\[
\hat{f}(\hat{\rho}_{i,j}^{(m)}|A_q) = \frac{\sum_{j=1}^{J} \hat{\Pr}(C_j|A_q) u_{C_j}(\hat{\rho}_{i,j}^{(m)})}{\int_{-\infty}^{\infty} u_{C_j}(\hat{\rho}_{i,j}^{(m)})d\hat{\rho}_{i,j}^{(m)}}.
\] (21)

The equivalent probabilist fuzzy output model as defined in Section II-B is defined as:

\[
\hat{R}_q : \text{If } \min_{i,j} \hat{\rho}_{i,j}^{(m)}{t-1} \text{ is } A_{q1} \text{ and } \max_{i,j} \hat{\rho}_{i,j}^{(m)}{t-1} \text{ is } A_{q2} \text{ then }
\]

\[
y = C_1 \text{ with } \hat{\Pr}(C_1|A_{q1}, A_{q2}) \text{ and }
\]

\[
\cdots
\]

\[
y = C_J \text{ with } \hat{\Pr}(C_J|A_{q1}, A_{q2}),
\] (22)

The antecedents variables

\[
\hat{\rho}_{i,j}^{(m)}{t-1} = \{\min_{i,j} \hat{\rho}_{i,j}^{(m)}{t-1}, \max_{i,j} \hat{\rho}_{i,j}^{(m)}{t-1}\},
\] (23)

define only two antecedent variables from \( n \times (n-1)/2 \) pairwise correlations at each time period. This definition leads to three properties. First, similar to [18], the antecedent and the consequent variables are only approximations of the real variable of interest, correlations. Second, as opposed to the PFS model for correlation in [18], pairwise correlations between two specific assets does not specifically depend on the past correlation between these two assets, but instead depends on the extreme correlation values in the whole space of assets. Third, the antecedent space of PFS is parsimonious even when a large number of assets, hence a large number of pairwise correlations are modeled through PFS.

The parameters of the probabilistic fuzzy systems consist of the number of rules in the system, the parameters of the antecedent and consequent membership functions (i.e. number, type, location, etc.), and the probability parameters \( \hat{\Pr}(C_j|A_q) \) of the stochastic mapping between the antecedent and the consequents. These parameters are estimated using a procedure similar to [9], where the optimization problem is divided in two parts. First we obtain the input membership parameters by using a fuzzy clustering heuristic, that uses the fuzzy c-means algorithm, set the output membership parameters as Gaussian, shouldered at the edges and finally optimize the probability parameters \( \hat{\Pr}(C_j|A_q) \) using maximum likelihood estimation. This two step optimization problem follows the distinction between input and output present in the rule structure of (2).

In this work we determine the parameters of the antecedent membership functions by using a fuzzy clustering heuristic, that uses the fuzzy c-means algorithm [31] on the product space of the antecedent variables, to obtain a fuzzy partition matrix \( U = [u_{q,i}] \) for \( p = 1, \ldots, P \) samples, where \( i = 1, \ldots, n \). One dimensional fuzzy sets \( A_{qi} \) are obtained from the multidimensional fuzzy sets by projections onto the space of the input variables \( X \). This is expressed by the point-wise projection operator \( u_{A_{qi}}(x_{ip}) = \text{proj}_i(u_{qi}) \). The point-wise defined fuzzy sets \( A_{qi} \) are then approximated by appropriate parametric functions. In this work we choose a combination of Gaussian membership functions of the form

\[
f(x_{qi}; a^{1}_{qi}, c^{1}_{qi}, a^{2}_{qi}, c^{2}_{qi}) = e^{-\frac{-(x_{qi}-c^{1}_{qi})^2}{2(a^{1}_{qi})^2} - \frac{-(x_{qi}-c^{2}_{qi})^2}{2(a^{2}_{qi})^2}).
\] (24)

The output membership functions are triangular, as this is a convenient manner to satisfy (8) and fuzzy histograms built with these type of membership functions exhibit a high level of computational efficiency [32]. To satisfy (8) no matter how extreme the values may be and to ensure that the domain is always covered by the fuzzy partition, the membership functions are shouldered at the edges of the domain. The edges of the domain are set as the minimum and maximum of the output variables, which are the moving window correlation estimates. The output membership functions are uniformly distributed over the universe of discourse. Assuming that the membership functions in the rule antecedents have been defined, and the type of consequent membership functions and their distribution are known, the optimal probability parameters \( \hat{\Pr}(C_j|A_q) \) and location of the output membership functions can be determined by using maximum likelihood estimation. Using (7) the log-likelihood for \( P \) samples of \( x_p \) can be written as [33]

\[
L = \sum_{p=1}^{P} \ln \left( \sum_{j=1}^{J} \sum_{q=1}^{Q} \beta_q(x_p) \hat{\Pr}(C_j|A_q) \frac{u_{C_j}(y_p)}{\int_{-\infty}^{\infty} u_{C_j}(y)dy} \right)
\] (25)

where \( u_{A_{qi}} \) is calculated using (6). In (25) it is assumed that the samples in the data set are independent of one another. The probability parameters \( \hat{\Pr}(C_j|A_q) \) must satisfy (4).

IV. APPLICATION TO US INDUSTRY PORTFOLIOS

We apply the proposed PFS model to monthly returns from four US industry portfolios between 1926 M7 and 2015 M7. The four selected industries are the non-durable goods, durable goods, manufacturing and energy industries. Each industry

![Fig. 1. Monthly percentage returns from equally weighted portfolios for four US industries.](image-url)
portfolio is an equally weighted portfolio that invests equally on each stock within the industry. Portfolios constructed from these industry portfolios are analyzed extensively in the literature [34], [35].

Percentage returns from each industry portfolio are shown in Fig. 1. These four industry portfolios lead to 6 unobserved and possibly time-varying pairwise correlations, $\rho_{i,j,t}$, for $i = 1, \ldots, n - 1$, $j = i + 1, \ldots, n$, $n = 6$, at each time period $t = 1, \ldots, T$. Monthly returns of each industry vary substantially over the considered time period, with clear extreme returns before 1950s and during the recent financial crisis.

In order to obtain the consequents, $\hat{\rho}_{i,j,t}$, of PFS, we use moving window correlation estimates for each time period $t$ using (19) with a window length of $M = 5$ for each pairwise correlation. The antecedent variables of PFS are defined as the the minimum and maximum values in the last period, denoted by $\min_{i,j}(\rho_{i,j,t-1})$, $\max_{i,j}(\rho_{i,j,t-1})$. The obtained correlation values are shown in Fig. 2a for each pairwise correlation.

We note that the conventional method of obtaining correlation estimates from moving window averages leads to very volatile correlation estimates, and the obtained results are very sensitive to the choice of the window size, as discussed in [18]. In addition, the variables $\min_{i,j}(\rho_{i,j,t-1})$, $\max_{i,j}(\rho_{i,j,t-1})$ used as input for the PFS model are shown in Fig. 2b. Similarly to the pairwise correlations obtained from moving windows, these variables minimum and maximum correlation estimates at each time period, which are used as input for the PFS model, are also volatile as Fig. 2b shows. We note that this definition of minimum and maximum values of past correlation as PFS input variables provides a parsimonious antecedent space with two antecedent variables, and all consequent variables are explained by these two antecedent variables.

The proposed PFS model is estimated with 4 antecedent and 9 consequent membership functions. The obtained input membership functions are shown in Fig. 3 while the output membership functions are shown in Fig. 4. The fuzzy membership functions for maximum past correlation shown in Fig. 3a, are concentrated around high correlation values above 0.5. On the other hand the membership functions for minimum past correlation shown in Fig. 3b, are concentrated around positive correlation values above 0.

We next present the correlation estimates from the PFS model in Fig. 5a. The estimates for each pairwise correlation and time period are obtained using the crisp output of a
PFS model given by (10). Estimated pairwise correlations vary substantially over time. A particularly interesting high-correlation pattern is observed during the last financial crisis and a decrease in correlation values after 2011. We note that the obtained PFS correlations in Fig. 5a are smoother than those moving window estimates of PFS antecedent and consequent variables in Fig. 2a and Fig. 2b. This is a desired result as we do not expect correlation between different assets to change drastically at each time period, but rather vary gradually. The proposed PFS model captures time-varying pairwise correlations between assets without an underlying restricted statistical model for the correlations.

Other properties of pairwise correlations can be inferred from the PFS output, using the probabilistic fuzzy output approach. For example, different consequent variables and PFS probabilities are obtained for each pairwise correlation in the system, although all pairwise correlations have the same antecedent variables. Due to space limitations, we report the optimized PFS probabilities for two pairwise correlations in

![Crisp output of the proposed PFS model.](image1)

![Crisp output of the univariate PFS model in [18].](image2)

Fig. 5. Six pairwise correlation estimates from the multivariate and univariate PFS models.

Table I. In general, high correlation values, corresponding to high $J$ values, have a higher probability compared to low correlation values regardless of the antecedent values. Even when both antecedent variables have small values, corresponding to low $Q$ values, the next period’s correlation is expected to be high. Still, there are clear heterogeneities between pairwise correlations. For example, the top panel of Table I shows that the pairwise correlation between manufacturing and energy sectors are in general higher than than the pairwise correlation between the non-durables and energy sectors, independent of the antecedent values.

An interesting question is how the inferred portfolio risk using the PFS time-varying correlations compares with a simple equal-weighted portfolio for the four industry assets. The risk of an equal-weighted portfolio, $PR_t$ for each time period $t$ is given by:

$$PR_t = w_1\tilde{R}_t w'_1 = w_1\tilde{D}_t \tilde{R}_t \tilde{D}_t w'_1$$

(26)

where $w_1$ is an $1 \times n$ vector with equal weights, $1/n$, $\tilde{R}_t$ is the estimated correlation matrix from the crisp output for pairwise correlations, and $\tilde{D}_t$ is the diagonal volatility matrix for each industry, as defined in the covariance decomposition in (12).

We compare the obtained portfolio risk to that of a zero-correlation portfolio, where the volatility matrix $\tilde{D}_t$ in (26) is obtained from moving window estimates as in the PFS model, and the correlation matrix $\tilde{R}_t$ is replaced by an identity matrix in (26). We denote this zero-correlation portfolio by $\tilde{PR}_t$. Fig. 6 presents the portfolio risk calculated by the PFS output and the portfolio risk calculated under a zero correlation assumption. It can be seen that the zero correlation assumption leads to a substantially lower risk at each time period. I.e. an investor who disregards the time-varying correlation properties estimates a much lower risk for his/her portfolio. This result is also in line with the crisp output in Fig. 5a. Almost all pairwise correlations between industry assets are positive, hence a portfolio investing in these assets is not diversified. We note that the validation of the portfolio risk in comparison to the realized risk, for example using backtesting measures,
is not straightforward without further assumptions on the error terms ε_t.

Finally, we compare the proposed multivariate PFS model with the univariate correlation model as presented in [18], where we apply the univariate correlation model separately to six pairwise correlations. In the univariate model, the antecedent variable for each pairwise correlation for assets (i, j) is defined as the past pairwise correlation between assets (i, j) and potential relations between pairwise correlations of different assets are not taken into account.

The crisp outputs of the univariate PFS model for six pairwise correlations are shown in Fig. 5b. Similar to the multivariate PFS results in Fig. 5a, estimated pairwise correlations are volatile with generally higher correlation values in 1930s and relatively lower correlation values starting from 1980s. Despite this similarity, univariate model correlations are much more volatile. In addition, pairwise correlations in the univariate model in Fig. 5b tend to go up and down together, although such a co-movement in pairwise correlations is not taken into account in the univariate PFS model. We therefore conclude that the proposed multivariate PFS model which explicitly deals with co-movements of pairwise correlations through common antecedent variables for all pairwise correlations is more appropriate for these data.

The univariate PFS model results also violate the positive definiteness condition in H_t and R_t in (12) for both univariate and multivariate PFS models in Fig. 7. The proposed PFS model leads to positive definite covariance matrices at all time periods, while the univariate PFS violates this necessary condition for several time periods where det(R_t) ≤ 0. The univariate PFS model results cannot be used to assess the portfolio risk due to the violation of this condition.

V. CONCLUSIONS

In this paper we show that a parsimonious PFS can be used to model unobserved time-varying pairwise correlations between a set of financial returns, where the obtained pairwise correlations lead to a multivariate volatility model with time-varying properties. The proposed method avoids strong distributional assumptions on the correlation process and uses the conventional approximation of time-varying correlation, namely sample correlations from moving windows, as antecedent and consequent variables. The antecedent space of the PFS model is reduced through defining the minimum and maximum past correlation as indicators of the overall correlation pattern in the market. The method is applied to monthly returns of four US industry portfolios where we show that the PFS application captures time-varying correlations for all pairwise correlations despite the small number of antecedent variables. It can be seen that the zero correlation assumption leads to a substantially lower risk at each time period. I.e. an investor who disregards the time-varying correlation properties estimates a much lower risk for his/her portfolio.
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