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Abstract—The Traveling Car Renter with Passengers (CaRSP)
is a generalization of the Traveling Salesman Problem (TSP)
where the tour can be decomposed into contiguous paths that are
travelled by different rented cars and allows the vehicles to be
shared with other passengers to reduce expenses. The definition of
the proposed problem involves the combination of two important
concepts that are currently being widely used in the field of
transportation: car rental and ride-sharing. This paper defines
the CaRSP and presents four evolutionary algorithms to solve
it: a genetic algorithm, a memetic algorithm and hybridizations
of both using transgenetic vectors (transposons and recombinant
plasmids). The metaheuristics are tested in a set of 30 Euclidean,
non-Euclidean, symmetric and asymmetric instances. We use a
framework to define the best parameter settings for each algo-
rithm. Computational experiments are performed in two stages
to ensure the algorithms are compared properly. The obtained
results are submitted to statistical analysis. An algorithmic study
is reported presenting the first heuristic results for CaRSP.

Index Terms—Traveling Car Renter with Passengers, Evolu-
tionary Computation, Memetic Algorithm, Genetic Algorithm

I. INTRODUCTION

The Traveling Car Renter with Passengers (CaRSP) is a
variant of the Traveling Salesman Problem (TSP). It allows
the salesman to rent and drive different vehicles. Besides, the
salesman can give rides to passengers and share trip costs.
Nowadays, we observe an increment of services such as car
rental and ride-sharing in transportation. According to [17], the
global car rental market is expected to register a compound
annual growth rate (CAGR) of approximately 7.5% between
2019 and 2024. In this same period, the ride-sharing market
is expected to register a CAGR of 19.2% [18].

In 2017, the transportation sector was the largest source
(29%) of greenhouse gas emissions in the USA and most of
this air pollution was caused by passenger cars and light-duty
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trucks, leading to serious negative health effects [6]. Single-
occupant trips, which in 2019 corresponded to approximately
76.4% of the american people that drives to work [2], com-
bined with the high number of vehicles on the road increases
the traffic congestion, gas emissions, fuel consumption and
stress among people [26].

According to [25], these effects could be avoided by the
efficient use of rented vehicles combined with the practice of
ride-sharing. Some methodologies developed for the car rental
industry may be adapted to meet future needs of shared-use
vehicle systems [21].

In this paper, we investigate CaRSP, the ride-sharing version
of the Traveling Car Renter (CaRS). It combines characteristics
of both CaRS – classified as NP-hard [10]; and aspects of ride-
sharing problems that are equally NP-hard [1].

CaRS is a generalization of the TSP, proposed by [9], that
allows several cars with different costs to be available for
the salesman’s tour. An extra fee is charged when a car is
delivered to a city different from the one it was rented. The
objective is to find a route and a sequence of rented cars that
minimize the travel costs and extra fees paid by the salesman.
Heuristic approaches for CaRS include greedy randomized
adaptive search, evolutionary algorithms and local search [4],
[9], [10]. Mathematical formulations are proposed in [11].

In CaRSP, the salesman is allowed to share trip expenses
with passengers. There is a list of potential passengers de-
manding rides from different cities to several destinations.
Each one has a budget, i.e., a maximum fee that he/she
agrees to pay. The objective is to find a route, a sequence
of rented cars, and a set of passengers that minimize the
salesman’s travel costs. The problem investigated in this study
is deterministic and static, i.e., the problem parameters are
known with certainty and do not change.

An analysis about CaRSP and its subproblems is presented
in [23] and mathematical formulations are proposed in [22].

Evolutionary algorithms are commonly used and have
great performance solving combinatorial problems similar to
CaRSP, as shown in [4], [9], [10]. The transgenetic vec-
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tors manipulate the chromosomes, modifying their codes and
promoting the random variation that is necessary for the
exploration and exploitation of the search space. They are
capable of performing a local search on chromosomes allowing
the overall search to become less stagnant over time and has
proven to be efficient operators as shows [10], [12].

This study introduces CaRSP and proposes four evolution-
ary algorithms: a genetic algorithm, a memetic algorithm,
and hybridizations of them with transgenetic vectors. The
experiments used a set of 30 instances containing from 14 to
100 cities, from 2 to 5 cars, and from 51 to 290 passengers.
We present the first heuristic results for CaRSP.

The problem is defined in Section II. Section III describes
the proposed metaheuristics. The results of the computational
experiments and the statistical analysis used to compare the
performance of the proposed algorithms are presented in
Section IV. Finally, some conclusions and future research
directions are addressed in Section V.

II. PROBLEM DESCRIPTION

We consider graph G = (N,M), where N is the set of
nodes (cities) and M is the set of arcs (roads). The salesman
drives rented cars along the tour. A set of cars, C, is available
to be rented and delivered in any city.

Specific operational attributes are associated with each car,
including fuel consumption, toll payment and other rental
costs. Whenever there is a vehicle exchange, an extra fee
must be paid, exclusively by the salesman, related to the
company cost of returning a car from the city it was delivered
back to the city it was rented. The vehicles have matrices of
operational costs and return rates with different costs. Each
car has its specific capacity, i.e., the number of passengers it
can transport. Each car can only be rented once.

There is a set of potential passengers, L, i.e., people
demanding rides. Each l ∈ L demands a ride from an origin
to a destination, and agrees to pay, at most, a pre-defined fee
for the trip. Once on board, the passenger can only leave the
vehicle at his/her destination.

The cost of traveling each arc is divided equally among the
occupants of the car traversing it, including the driver. The tour
begins and ends at city 1, the home-city of the salesman. The
objective is to find the minimum cost spanning cycle regarding
the viewpoint of the driver. CaRSP involves inter-connected
decisions about the sequence of the cities, the order of used
vehicles, the cities where the cars are rented/delivered and
the decision of which passengers must be transported. These
aspects must be considered to reach the best solution.

Figure 1 illustrates a solution for an instance with six
cities where the salesman drives two different cars along the
tour: cars 2 and 1. There is no need to use all available cars.
Every city is visited once and the tour’s initial vertex is city 1.
Initially, car 2 is rented and used to travel the following arcs:
(1,5), (5,6), (6,3), and (3,4). In city 4, there is a car exchange
and car 2 is returned to the city it was rented, i.e., city 1. Car
1 is rented and used to continue the tour through the following
arcs: (4,2) and (2,1). The tour ends in the initial vertex and

car 1 must be returned from city 1 to city 4.
Along the tour, the salesman must reduces his costs by

sharing the seats of the used vehicles. The total of passengers
on board at each arc must respect the used vehicle’s capacity.
A passenger on board must be picked-up at his/her origin and
dropped-off at his/her destination respecting his/her budget.
Some passengers are not able to travel since their destinations
are visited before their origins. Passenger 4 travels arcs (3,4),
(4,2), and (2,1). Passenger 6 travels arcs (5,6), (6,3), and (3,4).
Passenger 9 travels arcs (5,6) and (6,3). Passengers 11 and
13 travels arcs (5,6), (6,3), (3,4), and (4,2). Budget and car
capacity constraints must be satisfied.

The cost to travel each arc is calculated by dividing its
operational cost by the total of passengers on board traversing
it, including the salesman. The cost of the tour is the sum of
the cost of each traveled arc. The objective is to minimize the
cost of the solution, which is given by the sum of the cost of
the tour and the fees of all returned cars along the trip.

Since the TSP is NP-hard, as demonstrated by [8], and
is a special case of the CaRSP with only one car and no
passengers, the latter also belongs to NP-hard.

III. GENETIC AND MEMETIC ALGORITHMS

Genetic Algorithms (GA), proposed by [13], are inspired by
Darwinism. It is a metaheuristic that has biological inspiration,
emphasizing the simulation of evolutionary processes in artifi-
cial systems. It uses a population-based approach, considering
the aspects of reproduction, recombination, mutation, and
natural selection.

Memetic Algorithms (MA), proposed by [19], are inspired
by Lamarckism and can be defined as hybrid evolutionary
algorithms [24]. They incorporate local search strategies into
the GA to combine the advantages of efficient heuristics with
population-based evolution [5]. This concept states that the
memetic approach considers a non-genetic improvement in
the population with self-reproduction, inherited characteristics,
random changes in the genotype, and survival regulated by a
combination of abilities.

Transgenetic Algorithms (TA), proposed by [12], are in-
spired on the mutualistic intra-cellular endosymbiotic evolu-
tion. This type of biological evolution involves a host cell,
endosymbionts fixed in the host’s cytoplasm and vectors, or
mechanisms, that allow endosymbionts and host to exchange
genetic information. In the natural endosymbiotic evolution,
endosymbionts are finally absorbed by their hosts with the
formation of a new organism. In the computational metaphor
this event is characterized by the stagnation of the fitness or
the convergence of the population of chromosomes [10].

Transposons and recombinant plasmids are two operators
from the TAs whose purpose is to reduce stagnations. The
transposon is a transgenetic vector that identifies a region of
an endosymbiont and manipulates the latter by rearranging the
genes of the identified region [10]. The recombinant plasmid
combines information from the host within an endosymbiont.
It may partially or fully consist of a heuristic, such as a
constructive one. Transposons and recombinant plasmids are



Fig. 1. Example of solution for the CaRSP

operators used within the algorithms presented in this study.
The following sections describe the GAs and MAs proposed

in this study. Section III-A defines the proposed algorithms.
Section III-B presents the structure of a chromosome. The

method used to generate the initial population is reported
in Section III-C. Sections III-D, III-E and III-F describes,
respectively, crossover, mutation, and local search procedures.
Section III-G defines the approaches used for the transposon
and recombinant plasmid.

A. Proposed algorithms

We implemented four evolutionary algorithms: GA1, GA2,
MA1, and MA2. Their general features are defined as follows.
• GA1 – Traditional GA;
• GA2 – GA1 hybridized with transgenetic vectors;
• MA1 – Traditional GA hybridized with local search;
• MA2 – MA1 hybridized with transgenetic vectors.

The pseudocode of the proposed metaheuristics is presented
in Algorithm 1 and explained in the subsequent sections.
The procedure NaturalSelection (step 21) remove the worst
chromosomes in the population.

B. Chromosome

To represent a CaRSP solution, a chromosome must contain
information about the sequence of cities visited by the sales-
man, the cars used, and the passengers whose demands were
satisfied. Thus, two |N |-sized lists and a |L|-sized list repre-
sent each chromosome. Figure 2 illustrates the chromosome
that represents the solution shown in Figure 1.

Algorithm 1: CaRSP – Proposed algorithms
1 Input: instanceName, numInd, repRate, mutRate, lsRate
2 Output: bestIndividual
3 begin
4 readInstance (instanceName);
5 pop ← generateInitialPopulation (numInd);
6 while (numAvaliacoes < |N | × |C| × 500) do
7 for (i = 1, ..., repRate) do
8 father, mother ← selectParents (pop)
9 son1, son2, son3, son4 ← Crossover (father, mother);

10 pop ← insertOffspring (pop, son1, son2, son3, son4);

11 for (i = 1, ...,mutRate) do
12 ind ← selectIndividual (pop);
13 pop[ind] ← Mutation (pop[ind]);

14 for (i = 1, ..., lsRate) do
15

 Steps used in
MA1 and MA2ind ← selectIndividual (pop);

16 pop[ind] ← localSearch (pop[ind]);

17 if (Random(0, 1) = 0) then
18 pop ← Transposon (pop);


Steps used in
GA2 and MA2

19 else
20 pop ← RecombinantPlasmid (pop);

21 pop ← NaturalSelecion (pop, numInd);

22 bestIndividual ← returnBestIndividual (pop);

23 return (bestIndividual);
24 end

Fig. 2. Chromosome



The chromosome presented in Figure 2 is the same solution
explained in Section II. Associated with each potential passen-
ger, there is an origin, a destination and a budget, which in
turn are parameters of the problem.

Value 1 in position i of the Passengers list indicates that the
demand of the the i-th passenger was satisfied, i.e., he/she has
been boarded. The fitness is calculated by the sum of the costs
of each traversed arc divided by the occupants of the vehicle
and the fees of all returned cars along the trip.

C. Initial Population

Each individual of the initial population is generated ran-
domly following these three steps:
• Define sequence of cities – The sequence of visited cities

is generated randomly;
• Define order of cars – The order of used vehicles is gen-

erated randomly. The initial car, the number of vehicles
in the solution and the index of the next car exchange are
chosen at random. For all upcoming visits, there are two
possibilities: keep the same car or exchange the vehicle
for one that was not used yet;

• Passenger boarding – The passenger boarding scheme is
defined by a heuristic presented in Algorithm 2.

The passenger boarding procedure, shown in Algorithm 2,
analyzes passengers’ demand at each arc of the tour (steps 3–
9) and considers only passengers whose origin is before the
destination (step 11). Steps 12–23 calculates each passenger’s
cost to travel from his/her origin to his/her destination. The
cost of traveling each arc is calculated by dividing the cost
of the arc (step 14) by the passengers’ demand, including the
salesman (steps 18). If this demand is greater than the vehicle’s
limit (step 15), this cost is divided by its capacity (step 16). If
a passenger’s travel cost meets his budget, then he/she is added
to the list of potential passengers L∗ (steps 20–21). Otherwise
he/she is removed from the demand list (steps 22–23).

Heuristic boarding (step 24) consists of boarding each
passenger l ∈ L∗. For each visit with more boarded passengers
than the vehicle’s capacity, passengers are removed until the
vehicle’s limit is respected. Passengers with fewer arcs traveled
between his/her origin and destination are more likely to be
removed of the solution. The cost for each on board passenger
is calculated and those exceeding the financial limit are re-
moved. For each person removed, it is necessary to recalculate
the costs of the other passengers and repeat the procedure of
removing passengers until the cost of each on board passenger
respects his/her budget. This heuristic generates a feasible
solution that respects all restrictions of the problem.

D. Crossover

The crossover combines information about cities and cars
to generate the offspring. As shown in Algorithm 3, we use
the strategy defined by the traditional single-point crossover
operator.

The function selectParents, shown in step 3, selects two
different individuals at random, father and mother, to generate
four children (c1, c2, c3 and c4). c1 and c3 inherit genetic

Algorithm 2: CaRSP – Heuristic Passenger Boarding
1 Input: Chromosome c;
2 begin
3 for (l = 1, ..., |L|) do
4 origIndex[l] ← getOrigIndex (c, l)
5 destIndex[l] ← getDestIndex (c, l)
6 if (destIndex[l] = 1) then
7 destIndex[l] ← |N |
8 for (i = origIndex[l], ..., destIndex[l]) do
9 demands[i] ← demands[i] + 1

10 for (l = 1, ..., |L|) do
11 if (origIndex[l] < destIndex[l]) then
12 passengerCost ← 0;
13 for (i = origIndex[l], ..., destIndex[l]) do
14 cost ← Cost (c.Cars[i], c.Cities[i], c.Cities[i+1])
15 if (demands[i] > carCapacity[c.Cars[i]])

then
16 cost ← cost / (carCapacity[c.Cars[i]] + 1)

17 else
18 cost ← cost / (demands[i] + 1)

19 passengerCost ← passengerCost + cost

20 if (passengerCost ≤ Budget[l]) then
21 L∗ ← AddPassenger (l)

22 else
23 demands ← RemoveDemands (demands, l)

24 c ← HeuristicBoarding (c, L∗, demands)

25 return (c)
26 end

material from the mother (step 4). c2 and c4 inherit genetic
material from the father (step 5).

The point that defines which cities the children will inherit
from the other parent is set at step 6. c1 and c3 inherit cities
from the the second part of father (step 7). c2 and c4 inherit
cities from the second part of mother (step 8). c1 inherit the
list of cars from father (step 9). c2 inherit the list of cars from
mother (step 10).

The function repairChromosome, shown in step 11, replaces
each repeated city for one that was not visited that results in
lower costs to traverse the incident arcs. The repairPassengers
function, shown in step 12, removes all boarded passengers
which now are unable to travel and attempts to board other
potential passengers respecting all constraints. This procedure
is similar to the HeuristicBoarding presented previously, in
Section III-C.

Algorithm 3: CaRSP – Crossover
1 Input: Population p
2 begin
3 Chromosome father, mother ← selectParents (p)
4 Chromosome c1, c3 ← mother
5 Chromosome c2, c4 ← father
6 point ← rand (2, |N | − 1)
7 c1, c3 ← InheritCities (father, point, |N |)
8 c2, c4 ← InheritCities (mother, point, |N |)
9 c1.Cars ← father.Cars

10 c2.Cars ← mother.Cars
11 c1, c2, c3, c4 ← repairChromosomes (c1, c2, c3, c4)
12 c1, c2, c3, c4 ← repairPassengers (c1, c2, c3, c4)

13 return (c1, c2, c3, c4)
14 end



E. Mutation

We propose four mutation procedures to the input chromo-
some: removeCar, addCar, swapUsedcars, and exchangeCars.

Procedure removeCar chooses a vehicle to be removed. This
procedure is repetead for each used car. Cities that were visited
using this vehicle are now visited using the previous or the
next car, whichever leads to the best possible solution.

Procedure addCar chooses an unused vehicle to be inserted
before every rental/delivery of the used cars. This procedure
is repetead for each unused vehicle. Assuming that the unused
car c” was added to the solution before the rental of car c’,
the group of cities that was previously visited only by car c’
are now visited by c” and c’, respectively. The sequence of
cities do not change and the choice of which cities will be
visited by each vehicle is given by the combination that leads
to the best possible solution.

Procedure swapUsedCars swaps each pair of used cars. The
sequence of cities do not change, only the group of visited
cities by both swapped vehicles. The sequence of used cars is
defined by the combination that leads to the best solution.

Procedure exchangeCars exchanges each used car for each
unused one. The sequence of cities do not change, only the
vehicle that is used to visit them. The sequence of used cars
is defined by the combination that leads to the best solution.

After each of these procedures, passengers are boarded
using the heuristic shown in Algorithm 2. Each chromosome
c has a variable c.nStagnation used for analyzing whether a
chromosome is stagnated in a local minimum. If after these
procedures there are no improvements in the fitness of chromo-
some c, then this variable is incremented by one. Otherwise,
it is set to zero. This variable is used by recombinant plasmid
presented in Section III-G2.

F. Local Search

We propose six local search procedures to the input chromo-
some: passengersCars, passengersCities, lkhPassengersAnd-
Costs, 2Opt, swapNotRequiredCities, and changePassengers.

Given the sequence of cities of a chromossome, procedure
passengersCars analyzes passengers’ demands along this tour,
i.e., passengers whose pickup city is visited before the drop-
off city. For each arc traveled, if the demand is greater than the
capacity of the used vehicle, it’s verified if there are benefits to
exchange the used car for an unused one with more seats or to
rearrange the used cars to satisfy these demands. The sequence
of used cars is defined by the combination that leads to the
best possible solution.

Procedure passengersCities is a 2-swap local search that
is applied on the sequence of cities. It aims to increase the
number of passengers able to board, i.e., passengers whose
pickup city is visited before the drop-off city and whose
travel’s cost from their origin to their destination with all car
seats occupied meets their budgets. The sequence of cars do
not change. The sequence of visited cities is defined by the
combination that leads to the best possible solution.

Considering that Lin-Kernighan heuristic (LKH) is one
of the best heuristics for solving TSP problems [15], the

procedure lkhPassengersAndCosts splits a chromosome into
TSP subproblems to be solved by Helsgaun implementation
of LKH [14]. Given a chromosome, each TSP subproblem is
composed by the group of cities visited by each used car. To
solve each TSP subproblem, LKH considers that the cost of the
arc connecting two cities A and B is divided by the number of
passengers whose origin is A and destination B, including the
driver. The order of used cars is maintained, only the sequence
of cities visited by each one is changed.

Procedure 2Opt is an adapted version of the traditional local
search algorithm proposed by [3]. Given a chromosome, it
rearranges each pair of traversed arcs, but keeps the order of
used vehicles. The sequence of traversed arcs is defined by
the combination that leads to the best possible solution.

Given a chromosome, procedure swapNotRequiredCities
creates a list with all cities where there are no passengers
being picked-up or dropped-off. Then, a 2-swap local search
is applied only on the cities of this list, without changing the
order of used vehicles. The output is given by the combination
of cities that leads to lowest cost possible.

Procedure changePassengers replaces boarded passengers
for unboarded ones. It creates a list with boarded passengers
that could be replaced for unboarded ones. This generally
happens in parts of the tour where there is a high demand of
passengers, which can be identified according to their origins
and destinations. This local search only performs replacement
of passengers that lead to viable solutions, i.e., that respect all
the restrictions of the problem. The passenger boarding scheme
is defined by the solution that leads to the best solution.

After each of these procedures, except for changePassen-
gers, passengers are boarded using the heuristic shown in
Algorithm 2. Each chromosome c has a variable c.nStagnation
used for analyzing whether a chromosome is stagnated in a
local minimum. For both mutation and local search procedures
we use Lamarckian evolution, i.e., if the fitness of the original
solution is worse than the corrected one, it is replaced in the
population. If after these procedures there are no improve-
ments in the fitness of chromosome c, then this variable is
incremented by one. Otherwise, it is set to zero. This variable
is used by recombinant plasmid presented in Section III-G2.

G. Transgenetic Vectors

We propose two transgenetic vectors, which are used in
metaheuristics GA2 and MA2: transposons and recombinant
plasmids, presented, respectively, in Sections III-G1 and
III-G2. At each iteration, one transgenetic vector, selected
randomly, is applied to all chromosomes. Both methods are
equally likely to be selected, with a 50% chance.

1) Transposon: Transgenetic vector whose information is a
rule for rearranging some genes of the manipulated chromo-
somes [10]. It identifies some genes and modifies them. For
example, it can apply a local search just in a predefined part
of the chromosome.

Given a chromosome, a vehicle exchange occurs when
a car c’ is delivered in city i and a car c” is rented in
the same city to continue the tour. This procedure consists



in anticipating/postponing vehicles’ exchange in part of the
solution. The part of the solution in which this technique
is applied is defined by two randomly selected points. This
results in solutions with the same sequence of cities and
vehicles, the only changes are at the vehicles’ exchange points.
The combination that leads to the best solution is returned.

2) Recombinant Plasmid: Combines information obtained
from two or more sources. It can also be an adhoc heuristic to
construct part of a solution. This procedure consists in inherit
information about an individual’s sequence of visited cities
and used cars and apply an exact passenger boarding tech-
nique, presented below. The recombinant plasmid is applied
to each chromosome, c, that have not improved for a period
greater than two iterations, i.e., chromosomes with variable
c.nStagnation > 2. The goal is to remove each of those
individuals from its stagnation point.

The proposed method is based on [22], which presents a
linearization whose strategy is to replace the divisions by
successive subtractions. Considering a fraction N/D, where N
is the numerator and D the denominator, the transformation is
restricted to cases where D is an integer, D ≥ 1. According
to [22], a fraction N/D can be rewritten as in equation (1).

N

D
= N −

D−1∑
i=1

N

i (i+ 1)
(1)

Considering we have the sequence of cities and vehicles of
a chromosome, it’s possible to obtain the cost of each visit.
This cost is used as the fraction’s numerator. The number of
passengers on board at each visit, i.e., the number of seats
occupied, represents the denominator and will be defined by
the proposed method. The procedure presented in equation
(1) is repeated for each visit of the salesman. The exact
formulation must define the passenger boarding sequence
respecting all restrictions of the problem.

There is a preprocessing stage that eliminates passengers
whose destinations are before their origins or that the budget
is not enough to travel considering the car is full. It creates a
list, L∗, containing all passengers able to board, i.e., persons
whose pickup and drop-off points are feasible regarding the
tour. It increases the computational efficiency of the procedure.

Expressions (2)-(8) show the mathematical formulation for
the problem of assigning passengers to a solution represented
by variable sol, containing the sequence of cities and vehicles.
It requires that the initial city is also inserted as the final city.
The parameters and variables are defined as follows.
Parameters
ci: cost to use car sol.Cars[i] to travel from sol.Cities[i] to
sol.Cities[i+1];
ksol.Cars[i]: capacity of car sol.Cars[i];
L∗: list created in the preprocessing stage explained previously
containing all passengers able to board;
bud(l): maximum fee l agrees to pay, l ∈ L∗;
iorg(l): index, of sol.Cities, for the origin of passenger l, l ∈ L∗;
idst(l): index, of sol.Cities, for the destination of passenger l, l ∈ L∗.
Variables
el: binary variable indicating whether passenger l was

picked-up (el = 1) or not (el = 0);
gih: binary variable indicating whether seat h is occupied on
the i-th visited city (gih = 1) or not (gih = 0). The seats are
occupied sequentially, starting from the first;
qli: real variable that indicates the cost, for passenger l, of
visiting the i-th city.

min
∑
i∈N

ci −
ksol.Cars[i]∑

h=1

gihci
h(h+ 1)

 (2)

subject to∑
l∈Pi

el =

ksol.Cars[i]∑
h=1

gih,
∀i∈N

Pi={l∈L∗ | iorg(l)≤i<idst(l)} (3)∑
l∈Pi

el ≤ ksol.Cars[i], ∀i∈N
Pi={l∈L∗ | iorg(l)≤i<idst(l)} (4)

ciel −
ksol.Cars[i]∑

h=1

gihci
h(h+ 1)

≤ qli,
∀i∈N
∀l∈L∗ |

iorg(l)≤i<idst(l)
(5)∑

i∈N
qli ≤ bud(l), ∀l∈L∗ | iorg(l)≤i<idst(l) (6)

gih, el ∈ {0, 1},
∀i∈N
l∈L∗

h=1,...,ksol.Cars[i]
(7)

qli ∈ R+ (8)

This formulation assumes that the sequence of visited cities
and used cars are previously known in sol. The objective func-
tion (2) consists of minimizing the sum of the costs of each
visit i divided equally between the occupants of the vehicle on
each traversed arc. It uses the strategy proposed in [22] and
presented in equation (1) to replace the division operations.
Constraint (3) couples variables el and gih, defining when
passenger l has boarded, i.e., when l travels from his/her origin
to his/her destination occupying a seat. Constraint (4) ensures
that the capacity of each used vehicle is never exceeded.
Equation (5) and (6) guarantees that the travel cost of each
passenger not exceeds his/her budget. Constraints (7) and (8)
ensures the integrity and nonnegativity of decision variables.

IV. COMPUTATIONAL EXPERIMENTS

We executed the experiments on a computer with an In-
tel Core i7-4790 3.6 GHz x 8, 16 GB RAM DDR4 with
Ubuntu 16.04 LTS operating system. The CaRSP instances
are described in Section IV-A. The strategy used to define the
best parameter settings for each metaheuristic is described in
Section IV-B. To compare the performance of the algorithms,
we divided the experiments into two stages. In the first stage,
described in Section IV-C, we executed the algorithms with
the parameters defined previously, in Section IV-B, using
the number of function evaluations (NFE) as the stopping
criterion. In the second stage, described in Section IV-D, the
experiments were performed again using the highest average
time obtained among all algorithms, in the first stage, as
the stopping criterion. A statistical analysis to compare the
obtained results is presented in Section IV-E. The same initial
population is used by all proposed metaheuristics, so the
experiments are performed under the same circumstances.



In the local search named lkhPassengersAndCosts, we used
LKH-3.0.3 version, released in July 2018 and available at
http://akira.ruc.dk/∼keld/research/LKH/.

A. Instances

The instances created for the CaRSP are described
in [22] and available at http://www.dimap.ufrn.br/lae/
downloads/Instances CaRSP.rar. Instances were named as
<id><n><distance type><cost type>, where id is a
sequence with 2 or 3 characters, n is the number of cities,
distance type “e” (Euclidean) or “n” (non-Euclidean), and
cost type “s” (symmetric) or “a” (asymmetric). For example,
the instance named Afe4ns means that the id is “Afe”, the
graph has 4 cities, it is non-Euclidean, and symmetric.

B. Parameter settings

The parameters, described below, were defined by using
the irace framework (version 3.3), available at http://iridia.
ulb.ac.be/irace/, which implements a number of automatic
configuration procedures. It offers iterated racing procedures,
which have been used successfully to automatically configure
various state-of-the-art algorithms [16]. Each metaheuristics’
best parameters found by irace are shown in Table I.
• Number of individuals (numInd): population size;
• Reproduction rate (repRate): corresponds to the portion

of the population that will reproduce at each iteration;
• Mutation rate (mutRate): represents the portion of the

population that will mutate at each iteration;
• Local search rate (lsRate): determines the portion of the

population in which local search will be applied at each
iteration.

TABLE I
BEST PARAMETERS FOR EACH METAHEURISTIC DEFINED BY IRACE

numInd repRate mutRate lsRate
GA1 193 0.43 0.11 -
GA2 191 0.44 0.14 -
MA1 131 0.23 0.24 0.4
MA2 194 0.25 0.13 0.27

C. First stage

The experiments were performed using the best parameters
found previously, shown in Table I. The number of function
evaluations, which is given empirically by |N |×|C|×500, was
used as the stopping criterion. Each metaheuristic solved all in-
stances 30 times. The column “First stage of the experiments”,
of Table II, shows the average solutions and execution times
obtained by the algorithms. Results show that MA1 obtained
the highest average execution time in almost all instances.

D. Second stage

The execution time was used as the stopping criterion in
this stage. The time limit, for each instance, was defined by
the metaheuristic that obtained the highest average time in
the previous stage. Each metaheuristic solved all instances
30 times. The column “Second stage of the experiments”,
of Table II, shows the average solutions and execution times
obtained by the algorithms. Results show that MA2 and MA1
obtained, respectively, better solutions in 24 and 6 instances.

E. Statistical analysis

For the statistical analysis of the obtained results in the
second stage, the instances were divided into Euclidean, non-
Euclidean, symmetric and asymmetric. First, we applied the
Friedman test [7], a non-parametric statistical test used to
detect differences in treatments across multiple test attempts.
We obtained significant differences, with p-values less than
0.05, to each instance class. Then, we used Nemenyi test
[20], a post-hoc test intended to find the groups of data that
differ after a statistical test of multiple comparisons, such as
the Friedman test. This test makes comparisons between each
pairwise of the proposed metaheuristics in all instance groups.
The results are shown in Table III.

The p-values obtained in the comparisons between each
GA and between each MA are inconclusive, i.e., above 0.05.
Comparisons between both MAs and GAs presents conclusive
results for all cases, i.e., p-values less than 0.05, except
between GA2 and MA1 in Euclidean and asymmetric instances.

V. CONCLUSIONS

This paper described an algorithmic study for the CaRSP
based on evolutionary algorithms. We implemented a genetic
algorithm, a memetic algorithm, and hybridizations of both
using transgenetic vectors. We presented the first heuristic
results for the proposed problem.

We reported the results of an experiment with 30 instances,
divided into Euclidean, non-Euclidean, symmetric and asym-
metric. The computational experiments were performed in two
stages to ensure the algorithms are compared properly and the
obtained results were submitted to statistical analysis.

The statistical analysis showed that memetic algorithms
outperformed genetic algorithms in almost all cases, except
in comparisons between GA2 and MA1 in Euclidean and
asymmetric instances.

Although the statistical tests presented inconclusive results
in the comparison between the MAs, we observed that MA2
reached better solutions in 24 of the 30 instances, as shown in
column “Second stage of the experiments”, of Table II, where
the algorithms were submitted to the same execution time.

Future works will investigate hybridizations of exact meth-
ods and other metaheuristics. In addition, we intend to develop
versions of the proposed problem that could be applied to
dynamic changing situations, becoming even closer to reality.
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