Abstract—Generating both accurate and diverse recommendations is required for modern recommender systems. Accurate recommendations can well meet the needs of users, while diverse recommendations can bring users novelty, discover the unknown preferences of users, and can also alleviate the long tail problem. However, these two metrics are conflicting and it is very hard to improve both at the same time. Thus, a compromise needs to be made. The easiest way is using hyperparameters to combine different objective functions or the recommendations of different recommendation algorithms, but it is difficult to determine parameters. Another common strategy is applying multi-objective evolutionary algorithm to provide multiple recommendations for each user, but how to choose the final recommendation becomes a new problem. To this end, we propose a two-phase evolutionary algorithm-based recommendation framework, named EARF. In EARF, a novel fitness function is designed, which converts the evaluation of accuracy and diversity into a single objective and automatically trades off these two goals. Based on the property of recommendation problem and fitness function, the genetic representation and operators are redefined. The experiments on real-world rating datasets indicate that the EARF is effective and the proposed evolutionary algorithm can achieve a good balance between accuracy and diversity.
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I. INTRODUCTION

With the rapid development of information technology and the Internet, we human beings gradually enter into the era of information overload from the era of lack of information. Facing with such a huge amount of data, it is impossible to go through all the content, let alone find what we are interested in. A possible way to solve this problem is using the recommender system (RS), which tries to learn each user’s preference from their personal information and historical activities, to discover what the users might like in the future [1]. Since the RS can bring economic benefits and improve the user experience, it is already an indispensable part of current Internet applications and is widely used in various scenarios. Such as, Netflix movie website [2], the e-commerce website in Amazon and Taobao [3], [4], YouTube video website [5], Spotify music system [6], and Google apps store system [7]. Therefore, the RS has high research value no matter in academia or business.

Traditional RSs mainly focus on accuracy, and believe that maximizing the accuracy as much as possible can better match the needs of users and make users satisfy with the system. Since the accuracy-focused recommendation methods pay much more attention to user’s historical preferences, it always recommends the same type of items and cannot explore more types of items, which result in a very single recommendation list for each user and cause serious long tail problem [8], [9]. After a period, users will get tired of the recommendations. Therefore, the modern RSs require that the generated recommendations should be both accurate and diverse. However, increasing the diversity means giving up on accuracy and adding variety types of items to the recommendation list, which is obviously a trade-off between these two objectives [10].

Certainly, various recommendation algorithms which take into account both accuracy and diversity have been proposed. A hybrid algorithm was proposed in [10] by combining accuracy-focused and diversity-focused algorithms using weighted linear aggregation. Multi-objectives evolutionary algorithm is used in [11] to find several hybridization parameters to combine different algorithms. Reference [12] proposed a synthetically collaborative filtering model, which combines the user-based and item-based collaborative filtering techniques by using the prevalence rate and novelty rate parameters. Reference [13] introduced a multi-objective evolutionary algorithm to find a set of recommendations for each user by optimizing accuracy and diversity simultaneously. Similarly, both [14] and [15] proposed a multi-objective framework to optimize the two designed objective functions, which describe the abilities of RS to recommend accurate and unpopular items, respectively. The algorithms mentioned above can be roughly divided into two types. One is using hyperparameters to combine different objective functions or the recommendations of different recommendation algorithms. Although simple and effective, it is difficult to determine parameters and those parameters are found by trial and error. The other is using multi-objective evolutionary algorithm to provide multiple recommendations for each user. However, in the real RS, usually only one recommendation list is required for each user. How to choose the final recommendation becomes a new problem.

To alleviate the above problems, we propose a two-phase evolutionary algorithm-based recommendation framework (EARF). First, existing accuracy-focused and diversity-focused recommendation algorithms are applied to acquire the
recommendations with different preferences for each user. On this basis, an evolutionary algorithm with carefully designed fitness function and redefined genetic operators is used to automatically trade off the obtained recommendations and generate both accurate and diverse recommendations. Simulation results show that the EARF is effective and the proposed evolutionary algorithm can greatly increase diversity while ensuring the high quality of recommendations.

The main contributions of this work can be summarized as follows:

- We propose a two-phase evolutionary algorithm-based recommendation framework to generate both accurate and diverse recommendations.
- A novel fitness function is designed, which could simultaneously evaluate the accuracy and diversity of recommendations and automatically trade off these two goals.
- Based on the property of recommendation problem and fitness function, the genetic representation and operators are redefined.
- Experiments using real-world rating datasets show that the EARF is effective and the proposed evolutionary algorithm can achieve a good balance between accuracy and diversity.

The rest of this paper is organized as follows. Section II briefly reviews the related work. The proposed EARF is introduced in detail in Section III. The experiments on real-world rating datasets are given in Section IV. Finally, Section V summarizes the work in this paper.

II. RELATED WORK

In our method, recommendation algorithm and evolutionary algorithm are integrated to generate both accurate and diverse recommendations. Therefore, it is necessary to give a brief introduction to these algorithms before delving into details of the proposed framework.

A. Recommendation Algorithm

The most basic recommendation algorithm is collaborative filtering-based algorithms, which give recommendations by calculating similarities between users (user based) [16] or items (item based) [3], [17]. After that, due to the excellent performance in Netflix competition, the Singular Value Decomposition (SVD) based algorithms [18] become popular, which takes the advantages of SVD in linear algebra. To gain better performance and smoothen disadvantages of individual technique above, hybrid algorithms combining two or more recommendation methods are proposed [19], [20]. In addition, others techniques are also applied in RSs, for example, graph-based [10], [21], knowledge-based [22], factorization machines-based [23], and neural network-based [24], [25].

Although, various techniques are used for recommendation, the key processes of recommendation algorithm are the same, which can be summarized as follows: First, for each unrated item of each user, based on the user’s historical activities and additional information, predict the user’s rating of the item or the probability that the user will like the item in the future. Then, the unrated items are sorted according to the estimated value and the top $N$ items are recommended to the user.

B. Evolutionary Algorithm

The evolutionary algorithm (EA) is a powerful heuristic random search model [26], which has been successfully applied to solve many difficult real-world problems [27]–[30]. In the previous research, a number of recommendation methods based on EA are proposed, in which EAs are used to assist in generating recommendations or optimize the recommendation list. For example, use an EA to cluster users [31], find the similarity weight of each user [32], or estimate similarity matrix [33]. More EA-based recommendation methods can be found in [34], [35].

III. PROPOSED FRAMEWORK

To acquire both accurate and diverse recommendations, the most intuitive way is to optimize the recommendations generated by existing accuracy-focused and diversity-focused recommendation algorithms. As shown in Fig. 1, the proposed EARF has a similar design idea, which consists of two phases:

1. **Generate top- lists**
   - Predict unrated item ratings or probabilities $\tilde{R}_a$
   - Generate top-$N$ lists

2. **Predict unrated item ratings or probabilities $\tilde{R}_d$**
   - Generate top-$N'$ lists

3. **Optimized by evolutionary algorithm**

4. **Return final recommendations**

Fig. 1: The proposed two-phase evolutionary algorithm-based recommendation framework.

(1) First, choose suitable accuracy-focused and diversity-focused recommendation algorithms. Then, as we summarized in Subsection II-A: Given the user set $U$, item set $I$ and user-item rating matrix $R$, the selected recommendation algorithms will predict the user’s unknown ratings or the probability that the user will like the unrated item in the future and generate the recommendation list for each user. In the end, the user-item predict value matrix of accuracy-focused and diversity-focused algorithms can be obtained, which is represented by $\tilde{R}_a$ and $\tilde{R}_d$, respectively. And, each user will have two Top-$N'$ recommendation lists generated by the two algorithms.

(2) The evolutionary algorithm is used to combine and optimize the two recommendation lists generated in the first phase and give the final Top-$N$ recommendation list of each user. It is worth mentioning that in the first phase, the length
of recommendation list $N'$ is greater than $N$. That is because we hope to get more items with different preferences in the first phase to enrich the optimization space. Thus, the recommendation list in the first phase is also called the candidate recommendation list. In the following subsections, the components of the proposed evolutionary algorithm are described in detail.

**A. Representation and Initialization**

Directly, the Top-$N$ recommendation list is encoded by a vector of integer values, each of which represents the corresponding item ID. Since we need to provide recommendations for all users, the individual is represented as a matrix with the shape of $|U| \times N$, where $|U|$ is the number of users, $N$ is the length of recommendation list, and each row in the matrix represents the Top-$N$ recommendation list of each user. A toy example of the individual representation is given in Fig. 2. In some previous works, the individual is used to encode hyperparameters of each user to combine the recommendations generated from different algorithms, which requires additional decoding steps to get the final recommendation lists. Compared with this method, the representation we adopt is more direct, does not require additional operations and can bring more variety of combination.

![Fig. 2: A toy example of the individual representation.](image)

The initialization is simple. To take advantage of recommendations with different preferences, half of the individuals in the population are randomly initialized from the result of the accuracy-focused algorithm, and the other half are randomly initialized from the result of the diversity-focused algorithm. Specifically, the Top-$N$ recommendation list of each user in each individual is randomly selected from the Top-$N'$ candidate recommendation list. Note that each item can only be recommended once for each user, which means that there is no duplicate item in each user’s recommendation list.

**B. Fitness Function**

To provide a fitness function which could convert the evaluation of accuracy and diversity into a single objective and automatically trade off these two goals, there are two problems to be solved. First, we need to redesign the objective functions that measure accuracy and diversity to let the values of these two objectives are no longer negatively correlated. Second, these two goals should be combined appropriately to automatically find a well balance between them rather than simply using hyperparameter.

In terms of accuracy, since the use of test data is prohibited during the training phase, it is impossible to use commonly used accuracy metrics such as Precision, Recall and F1 value (see (6), (7) and (8)) as the objective function. Considering that the recommendation list of each user in the accuracy-focused algorithm is generated by sorting the unrated items in descending order according to the predicted values in $\hat{R}_a$, to some extent the values predicted by the accuracy-focused algorithm can represent the accuracy of items. Therefore, we use the sum of the predicted value in $\hat{R}_a$ of each item in the recommendation list of each user to approximately estimate the recommendation accuracy. The objective function to measure accuracy is:

$$\text{Maximize } O_1 = \sum_{u=1}^{|U|} \sum_{i=1}^N \hat{r}_{ui,a}$$

where $\hat{r}_{ui,a}$ represents the predicted rating or probability of item $i$ given by user $u$ in $\hat{R}_a$. A higher value of this objective indicates the recommendation is more accurate. And, the recommendation generated by the accuracy-focused algorithm can achieve the maximum value of this objective.

In terms of diversity, since it can be directly calculated in the training stage, the diversity metric like Coverage and Personality (see (9) and (10)) is used in many existing studies. But during the experiment, we find that the accuracy objective is indirect and the diversity objective is direct, which will make it easy to improve the diversity of recommendations. And because the accuracy and diversity are contradictory, this will bring great difficulties to find a balance between these two objectives. To alleviate the above problems, similar to accuracy objective $O_1$, the values predicted by the diversity-focused algorithm in $\hat{R}_d$ can be used to evaluate the diversity of the items. And the objective function to measure diversity can be calculated as follows,

$$\text{Maximize } O_2 = \sum_{u=1}^{|U|} \sum_{i=1}^N \hat{r}_{ui,d}$$

where $\hat{r}_{ui,d}$ represents the predicted rating or probability of item $i$ given by user $u$ in $\hat{R}_d$. A higher value of this objective indicates the recommendation is more diverse. And, the recommendation generated by the diversity-focused algorithm can achieve the maximum value of this objective. In this way, the value of these two objectives are no longer negatively correlated and can be increased together.

Inspired by the F1 value using harmonic mean to balance the Precious and Recall metrics (see (6), (7) and (8)), the same combination strategy is used to trade off the two designed objectives $O_1$ and $O_2$. In such way, the values of these two objectives could be as high as possible and as close as possible. Since the range of predicted value is different in different algorithms, the normalization should be performed first. The
normalization procedure is given in (3) and (4), and the fitness function is given in (5):

\[
O_{1,\text{norm}} = \frac{O_1}{O_{1,\text{max}}} \quad (3)
\]

\[
O_{2,\text{norm}} = \frac{O_2}{O_{2,\text{max}}} \quad (4)
\]

\[
\text{Maximize } \text{fitness} = \frac{2 \times O_{1,\text{norm}} \times O_{2,\text{norm}}}{O_{1,\text{norm}} + O_{2,\text{norm}}} \quad (5)
\]

where \(O_{1,\text{max}}\) and \(O_{2,\text{max}}\) are the maximum values of objective \(O_1\) and \(O_2\), respectively. The recommendation which can maximize objective \(O_1\) comes from the Top-\(N\) recommendation of the accuracy-focused algorithm. Similarly, the Top-\(N\) recommendation of the diversity-focused algorithm can maximize objective \(O_2\). To achieve this objective, the easiest way is to combine and optimize the recommendations generated from different algorithms, which is obviously a combination optimization problem. Since the number of users and items in the system is usually very large, the search space is also very huge. Compared with other search algorithms, EA can better solve this kind of problem. Thus, EA is used in our framework. It can be seen in the experimental section that this fitness function can lead the EA find a good balance between accuracy and diversity.

C. Genetic Operators

The genetic operators used in our EA include crossover and mutation, which decide the algorithm performance and convergence time. In the following subsections, detailed descriptions about these two operators are given.

1) Crossover: The procedure of crossover operator used in this paper can be summarized as follows: First, the 2-tournament selection is used to randomly select two parents. Then, for each row of the two parent matrices, a random number in [0, 1] is produced. If the number is less than the crossover probability \(P_c\), these two rows perform the uniform crossover. Thus, \(P_c\) determines the percentage of users whose recommendation list may change. Since duplicate items are not allowed in user’s recommendation list, additional operations are introduced to avoid generating invalid solutions. An example of the uniform crossover is shown in Fig. 3. First, the common items from two parents are identified and passed to the child. Then, the remaining items perform crossover. A random number in [0, 1] is produced for each remaining position in the child. If the number is larger than 0.5, the child receives the item from the first parent. Otherwise, it receives the item from the second parent. The reason why we adopt this crossover operator is because this method is simple and easy to implement, can generate any combination of parent chromosomes and guarantee the generated solutions are all reasonable.

2) Mutation: To make the recommendation lists not limited to the items included in the initialization, improve the fitness value of the individual and accelerate the convergence speed, the mutation operator is carefully designed. The probability of whether each row performs mutation is determined by the mutation probability \(P_m\). The key idea of mutation is that under a certain judgement criterion, one item can be found and replaced with another item to improve the accuracy or diversity. Detailed description is given in Algorithm 1.

\[
\begin{array}{l}
\text{Input: } P_{\text{child}}: \text{The offspring generated in crossover operator; } \\
P_{m}: \text{Mutation probability; } \\
\text{Output: } P_{\text{child}}: \text{The individual generated by } P_{\text{child}} \text{ through mutation; } \\
\end{array}
\]

\[
\begin{array}{l}
1: \text{for each user } u \in U \text{ do } \\
\quad 2: \text{if } \text{rand}([0, 1]) < P_m \text{ then } \\
\quad 3: \quad L_u = \text{Get recommended items of user } u \text{ in } P_{\text{child}}; \\
\quad 4: \quad \text{item}_1 = \text{In } L_u, \text{ find the item with the lowest predicted value in } R_a; \\
\quad 5: \quad \text{C}_1 = \text{Find the candidate set that can replace } \text{item}_1, \text{ in which the item is unrated by user } u, \text{ does not appear } \\
\quad 6: \quad \text{Prob}_1 = \text{Sort the items in } \text{C}_1 \text{ in ascending order according to the predicted value in } R_a \text{ and record the } \\
\quad 7: \quad \text{item}_2 = \text{In } L_u, \text{ find the item with the lowest predicted value in } R_d; \\
\quad 8: \quad \text{C}_2 = \text{Find the candidate set that can replace } \text{item}_2, \text{ in which the item is unrated by user } u, \text{ does not appear } \\
\quad 9: \quad \text{Prob}_2 = \text{Sort the items in } \text{C}_2 \text{ in ascending order according to the predicted value in } R_d \text{ and record the } \\
10: \quad \text{if } \text{item}_1 = \text{item}_2 \text{ then } \\
11: \quad \text{Take } \text{Prob}_1 \text{ and } \text{Prob}_2 \text{ as probabilities, randomly select an item from } \text{C}_1 \text{ and } \text{C}_2 \text{ to replace } \text{item}_1 \text{ in } L_u. \text{ If } \text{C}_1 \text{ and } \text{C}_2 \text{ have a common item, the probability of the item is the sum of the corresponding value in } \text{Prob}_1 \text{ and } \text{Prob}_2; \\
12: \text{else } \\
13: \quad \text{repeat } \\
14: \quad \quad \text{item}_1' = \text{Take } \text{Prob}_1 \text{ as probabilities, randomly select an item from } \text{C}_1; \\
15: \quad \quad \text{item}_2' = \text{Take } \text{Prob}_2 \text{ as probabilities, randomly select an item from } \text{C}_2; \\
16: \quad \quad \text{until } \text{item}_1' \neq \text{item}_2'; \\
17: \quad \quad \text{Replace } \text{item}_1 \text{ and } \text{item}_2 \text{ in } L_u \text{ with } \text{item}_1' \text{ and } \text{item}_2', \text{ respectively}; \\
18: \quad \text{end if } \\
19: \text{end if } \\
20: \text{end for }
\end{array}
\]
IV. EXPERIMENTAL RESULTS

A. Datasets

In our experiments, we use three datasets collected from real systems. An overview of these datasets is given in Table I. The ml-1m and hetrec-ml are two benchmark datasets in the recommender system. The first one is collected by GroupLens from MovieLens over various periods of time and the hetrec-ml is released at the 5th ACM Conference on Recommender Systems as an extension of ml-10m dataset. Since both of them describe the user ratings (1-5) about movies, they are used to test the performance of algorithms at different scales. There are more users in ml-1m, while the hetrec-ml has more items. These two datasets can be downloaded from GroupLens website. The last dataset, which describes the user ratings (1-10) of books, is a part of the dataset released by Kaggle to test the performance of the algorithms in different scenarios.

TABLE I: Statistics of datasets used in our experiments.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>No. of users</th>
<th>No. of items</th>
<th>No. of ratings</th>
</tr>
</thead>
<tbody>
<tr>
<td>ml-1m</td>
<td>6040</td>
<td>3706</td>
<td>1000209</td>
</tr>
<tr>
<td>hetrec-ml</td>
<td>2113</td>
<td>10109</td>
<td>855598</td>
</tr>
<tr>
<td>goodbooks</td>
<td>3369</td>
<td>9993</td>
<td>376332</td>
</tr>
</tbody>
</table>

B. Metric

To evaluate the performance of the recommendation algorithm, the dataset is usually split into two parts, namely the known part $D$ and unknown part $\tilde{D}$. The known part is visible to the algorithm and the recommendation is given based on it, while the unknown part is regarded as a validation set to measure the quality of the generated recommendations and the items with high ratings in it are considered to be the items that users will like in the future.

The Precision, Recall and F1 value are three commonly used metrics to evaluate the accuracy of recommendations. Precision measures the fraction of items that user likes among top $N$ recommended items, while Recall measures the fraction of items that can be found in top $N$ recommendation list among all items that the user likes. Since Precision and Recall are often negatively correlated and rely on the number of items recommended, for fairness, the F1 value is used as the accuracy metric in this paper, which considers both of the Precision and Recall metrics and is a harmonic mean of them. The F1 value can be calculated as follows,

$$\text{Precision} = \frac{1}{|U|} \sum_{i=1}^{|U|} \frac{|L_i \cap \tilde{D}_i|}{|D_i|}$$  \hspace{1cm} (6)

$$\text{Recall} = \frac{1}{|U|} \sum_{i=1}^{|U|} \frac{|L_i \cap \tilde{D}_i|}{|\tilde{D}_i|}$$  \hspace{1cm} (7)

$$F1 = \frac{2 \times \text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}}$$  \hspace{1cm} (8)

where $|U|$ is the number of users, $L_i$ is the top $N$ recommendation list of user $i$ and $D_i$ is the set of items with high ratings rated by user $i$ in $\tilde{D}$. The higher the F1 is, the more accurate the recommendation results are.

The diversity metrics consist of Coverage and Personality. Coverage measures the fraction of items that can be covered in the top $N$ recommendation list of all users among all items in the system, which is defined as follows,

$$\text{Coverage} = \frac{|L_1 \cup L_2 \cup \cdots \cup L_{|U|}|}{|I|}$$  \hspace{1cm} (9)

where $|I|$ is the number of users. A higher value of coverage indicates the algorithm can cover more broadly items, and can better solve the long tail effect. Personality measures the difference of top $N$ recommended list between each pair of users. A higher value of Personality means the recommendation is more diversity and personalized. The Personality can be calculated as follows,

$$\text{Personality} = \frac{1}{|U| \cdot (|U| - 1)} \sum_{i \in U} \sum_{j \in U} (1 - \frac{|L_i \cap L_j|}{N}), (i \neq j)$$  \hspace{1cm} (10)

C. Baseline Methods

To verify the performance of our method, we compare it with three hybrid recommendation algorithms designed to trade off the accuracy and diversity. Since two of these three algorithms use the results generated by the user-based and item-based collaborative filtering algorithms (UCF and ICF) to provide the final recommendations, in EARB we choose UCF as the accuracy-focused algorithm and ICF as the diversity-focused algorithm. The details about these algorithms are given as follows,

- UCF [16]: A widely used algorithm in RS, which tends to recommend popular items to acquire high recommendation accuracy. Since it is not only simple and easy to implement, but also generates accurate recommendations, it is still used as prototype or component of many modern recommendation systems.
- ICF [3]: It has a similar process to the UCF, but give recommendations by calculating similarities between items. The ICF tends to recommend long-tail items (unpopular or less rated items) to improve the recommendation diversity.
- Top UCF+ICF: A simple way to combine the recommendations generated by UCF and ICF, which alternately selects items from top $N$ recommendations of UCF and ICF to generate the final recommendation list. If the item is already in the final recommendation list, skip the item and select the next one. If there are no duplicate items, the final recommendation list is equal to directly concatenate the top $N/2$ recommendations of UCF and ICF.
- Probs+Heats [10]: Both ProbS and HeatS are graph-based recommendation algorithms. The former is accuracy-focused and the latter is diversity-focused.
ProbS+HeatS uses weighted linear aggregation to combine the functions in the two algorithms to obtain both accurate and diverse recommendations.

- SCF [12]: A synthetically collaborative filtering model, which uses the prevalence rate and novelty rate parameters to combine the recommendations of UCF and ICF.

### D. Result

In our experiments, for all datasets, we randomly sample 80% rated items of each user as the known part and evaluate the performance of the algorithm on the remaining 20% rated items. In EARF, the length of candidate recommendation list $N'$ is set to 50, the population size is set to 50, the number of generations is set to 100, the crossover probability $P_c$ is set to 0.8, and the mutation probability $P_m$ is set to 0.5. In UCF and ICF, Cosine is used as the similarity metric and the number of nearest neighbors $k$ is set to 50. In ProbS+HeatS, the weight parameter $\lambda$ is set to 0.2. In SCF, the prevalence rate $\alpha$ and the novelty rate $\beta$ are set to default values 0.3, the items with less than five ratings are regard as long tail items. For all algorithms, the length of final recommendation list $N$ is 10.

The recommendation accuracy and diversity of different algorithms on three datasets are given in Fig. 4, where the leftmost blue bar is the result of our algorithm, the two green bars in the middle are the result of the accuracy-focused algorithm and diversity-focused algorithm used in our framework, and the three orange bars in the rightmost are the result of the three other hybrid algorithms. Considering the randomness of data splitting and the stochastic nature of evolutionary algorithm, we use five-cross validation and run EARF 30 times for each experiment. Then, the maximum, average and minimum values of each algorithm on each metric are plotted. It can be seen
from the figures that no matter for the datasets at different scales (Fig. 4a and 4b) or different scenarios (Fig. 4c), EARF can always balance the accuracy and diversity very well and generate both accurate and diverse recommendations, which implies that the effectiveness of designed fitness function and the robustness of using evolutionary algorithm. In terms of accuracy (F1 value), the result of EARF is very close to the result of the accuracy-focused algorithm UCF used in our framework, and even improved in some scenarios (Fig. 4c). In terms of diversity (Coverage and Personality), the result of EARF is between the results of the accuracy-focused algorithm UCF and the diversity-focused algorithm ICF used in our framework. Compared with the three other hybrid algorithms, with the same accuracy, our algorithm can provide the most diverse recommendations. All in all, we can draw a conclusion that our framework is effective and the proposed evolutionary algorithm can greatly increase diversity while ensuring the high quality of recommendations.

To further verify that EARF can well combine the recommendations generated from different algorithms, we use ProbS and HeatS as the accuracy-focused and diversity-focused algorithms in our framework, respectively, then compare the results of EARF and using weighted linear aggregation (ProbS+HeatS). The accuracy and diversity of using different ways to combine the recommendations generated by ProbS and HeatS on the goodbooks dataset is given in Fig. 5. It is obvious that EARF outperforms ProbS+HeatS, which also demonstrates the superiority of using EA.

![Fig. 5: On the goodbooks dataset, the accuracy and diversity of using different ways to combine the recommendations generated by Probs and Heats.](image)

**V. CONCLUSIONS**

We propose EARF, a novel two-phase evolutionary algorithm-based recommendation framework to generate both accurate and diverse recommendations. In EARF, a general EA is introduced, which can optimize the recommendations generated by existing accuracy-focused and diversity-focused recommendation algorithms. To automatically trade off the accuracy and diversity, the fitness function is carefully designed. In addition, the genetic representation and genetic operators are also redefined to better adapt to the recommendation problem and the fitness function. Extensive experiments on real-world rating datasets with different scales and scenarios demonstrate that the framework is effective and the proposed EA can greatly increase diversity while ensuring the high quality of recommendations.

In the future, we will try to add local search or use other more complex EAs to further improve the framework. In this work, we only focus on how to use EA to combine recommendations of two algorithms. Whether using EA to optimize recommendations of more than two algorithms can achieve better results is still a problem that can be further explored.
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