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Abstract—The Multi-Agent Pathfinding problem (MAPF) has several applications in industry and robotics. The aim of a MAPF-solver is to find a set of optimal and non-overlapping paths for a number of agents in a navigation scenario. Existing approaches are shown to successfully deal with MAPF, where either the makespan or flow-time is used as a single objective. In this article, we treat the MAPF as a multi-objective optimisation problem (MOMAPF). In this paper, we consider three different objective functions, called makespan, flow-time and path-overlaps which are to be optimised at the same time. The MOMAPF problem in this paper is designed to be a scalable test problem for multi-objective optimisation algorithms, where we can scale up the variable space to reflect different real-world scenarios. We propose a new problem formulation for MOMAPF optimisation algorithms and implement it into the NSGA-II and NSGA-III and provide an experimental evaluation of the optimisation results.

Index Terms—MAPF, Multi-Objective, Meta-Heuristics, Optimisation, Evolutionary Algorithms, MOMAPF, Multi-Agent, Pathfinding

I. INTRODUCTION

Finding an optimal path for a mobile agent (robot) to move from a starting point to a specific position in a given search space is a well-researched problem. However, it is still a challenge to find multiple non-conflicting paths (trajectories) for multiple agents. Potential applications for this type of pathfinding problem currently are in automated warehouses and factories, where an increasing number of robots are deployed. A generalised version of this problem from real multi-robot systems is the Multi-Agent Path Finding problem (MAPF), a known optimisation problem with a very large solution space. The size of the search space can exponentially increase with the number of agents. In addition, an optimal path for an agent in such multi-agent scenarios can differ from the single-agent case, for instance, the optimal path can contain cycles. Typically, the quality of the solutions in MAPF is measured using two objectives: flow-time (sum of cost) and makespan (maximum cost) [1]. These two objectives are conflicting [2], and the existing literature usually deals with one of them as a single-objective problem.

In this article, we aim to study MAPF as a multi-objective problem and introduce a new scalable benchmark for multi-objective optimisation algorithms called Multi-Objective MAPF (MOMAPF). In addition to the above two objectives, we introduce the number of collisions as the third objective. So far, this objective has usually been studied as a constraint in the literature of pathfinding in robotics. It has been shown, however, that even solutions without conflicts often fail in robotic applications due to the inaccuracies in the plan-execution and end up with numerous collisions [3].

In order to deal with a MOMAPF problem, we propose a new solution representation and the corresponding operators into the well known NSGA-II [4] and NSGA-III [5]. These algorithms are tested on variants of the MOMAPF problem with scalable number of agents and waypoints on three different environments. The environment influences the fitness landscape for the three objectives.

Our experiments show that MOMAPF can be taken as a scalable test problem for algorithms with integer encoding. This three-objective problem contains a scalable decision variable space varying between one decision variable for one agent and one waypoint to $K$ agents and $W$ waypoints resulting in $K \times W$ as the size of the decision space.

The remainder of this paper is structured as follows: Section II informs about existing approaches to the MAPF and multi-objective pathfinding. In Section III the MOMAPF problem and objectives are defined whereas in Section IV we show how multi-objective optimisation methods can be applied to the problem. This section also covers the solution encoding and the operators used by the algorithm to solve it. Section V shows the performed experimental evaluation and Section VI concludes this article.
II. State of the Art

This section elucidates existing approaches related to the proposed MOMAPF problem. As the MOMAPF is a combination of the MAPF as well as multi-objective problem formulations, we first go into detail on related works on multi-agent pathfinding, and afterwards take a look at existing multi-objective pathfinding problems.

A. Multi-Agent Pathfinding Problem

In recent years several applications emerged that call for solving different versions of the MAPF. One of the most prominent applications is in pathfinding for mobile robotic systems in automated warehouses [6]. A general description of the MAPF problem and several benchmarks have been published by Stern et al. [6]. Fellner et al. [7] summarised existing approaches on optimal solvers for the MAPF. In addition to search-based solvers, the MAPF problem can be converted to a satisfiability (SAT) problem and be solved by a SAT-solver [1]. Most search-based solvers optimise the flow-time metric, while the solvers based on problem transformation optimise the makespan metric [1]. Some approaches assumed that selfish agents can cooperate to solve the MAPF problem, henceforth cooperative coevolution may be an interesting technique for other metaheuristic implementations [8].

There are many different variants of the MAPF with various environments, agent-actions, types of collisions, and the evaluation criteria [6], [7], Oliveira et al. [9] have shown that the execution of a valid plan often fails due to inexact timing. This motivates our approach to include the number of collisions as an objective function measuring robustness, rather than treating collisions as a constraint to the problem.

B. Multi-Objective Pathfinding

The research area of multi-objective optimisation deals with the simultaneous optimisation of several conflicting objective functions. Multi-objective optimisation have been studied in the context of multi-agent systems in the past. For instance, the movements of multi-objective particle swarm optimisation have been adjusted to physical limitations and properties of robotic agents [10], [11]. Other work has considered the paths of multiple agents in warehousing or street environments as multiple objective functions of an optimisation problem in static or dynamic scenarios [12], [13]. However, there is not much work about the actual pathfinding as the goal of the optimisation, nor have they considered conflicts in the agents' paths.

In the related approaches on single-agent multi-objective pathfinding, usually a single path is evaluated by several different objective functions and multi-objective optimisation techniques are used to find an optimal path. In contrast to that, in our approach each path is only evaluated by its length and two additional objectives are represented through the interaction of multiple paths for multiple agents. The following related works describe approaches to multi-objective pathfinding with only a single-agent.

As Ahmed et al. stated, pathfinding for autonomous agents involves not only finding collision free paths (with respect to fixed obstacles) but also optimising several objectives [14]. They investigate pathfinding on a grid by using the well-known NSGA-II [4]. Castillo et al. compare different genetic algorithms to solve the multi-objective pathfinding problem [15]. The article in [16] also investigates on a genetic algorithm on the multi-objective pathfinding problem with large-scale grids by using a variable length chromosome approach. They compared their results with a standard A*-algorithm. Another example for multi-objective pathfinding is presented by Tozer et al. [17]. A method to find wire routes in a vehicle geometry is presented in [18], where the goal was to connect two electrical objects to each other. A well-known multi-objective genetic algorithm was used to find a path through a discretised 3-D space in a vehicle geometry to examine possible ways for wire connection. This problem also highly relates to the pipe routing problem [19].

When designing the algorithm it is of great value to find a suitable decision space representation. The authors in [20] proposed a graph-based representation of free space in an object. Yu et al. also used a graph-based approach when solving a pathfinding problem in 3-D space with fixed obstacles with an ACO algorithm [21].

III. MOMAPF Problem Formulation

This section describes the proposed Multi-Objective Multi-Agent Pathfinding (MOMAPF) problem. As described in the previous section, pathfinding has been treated with single agents with multiple objectives, and has been also treated as a multi-agent single-objective problem (see Section II). This paper presents a novel approach of combining these two concepts. This in inspired by several real-world problems, e.g. autonomous vehicle routing is one of the applications where every vehicle is an agent and a route can be evaluated by several objectives [6]. In this paper, we consider three objectives which are described in the following.

The MOMAPF problem is defined as follows: A given scenario is represented by a grid-map containing free space (where an agent can move) and obstacles (that can not be passed). In such a 2-dimensional map, a set of $K$ agents is placed in different starting locations $n_{i0}$, each with its own goal $n_{ig}$ for agent $i$. All agents start at time-step $0$ and move on the map between grid-cells. Conflicts occur in case two agents travel through the same grid-cell simultaneously. The goal of the MOMAPF problem is to find an optimal set of paths $P^* = \{p_1, \cdots, p_K\}$ for all agents with respect to multiple objectives. Each path $p_i = (n_{i0}, n_{i1}, \cdots, n_{ig})$ is the sequence of nodes $n$ with an unknown length that the agent $i$ visits until it reaches its goal. $n_{i0}$ and $n_{ig}$ indicate the starting and goal locations for agent $i$. Each node $n$ refers to a grid cell of the environment.

The problem is formulated in a time-discrete fashion. All agents move in the same speed, so that every agent can

---

1The website http://mapf.info provides an overview about the current state of research on the MAPF problems and solutions.
perform one step of movement per time-step, i.e. they can move from one grid-cell of the map to another one in the 8-neighbourhood (i.e. the eight surrounding grid-cells). The map is represented as an undirected graph with nodes corresponding to each grid-coordinate and edges that connect adjacent cells in the map. We assume the distances between all neighbouring nodes is 1.

To solve this problem we propose three different objective functions: (a) Flow-time, (b) Makespan and (c) Overlaps.

a) Objective 1 - Flow-time: The flow-time is the average length of the agents’ paths. It can be computed by summing up all the path lengths of all agents divided by the number of agents:

\[
f_1(P) = \frac{\sum_{i=1}^{K} |p_i|}{K}
\]  

When optimising for flow-time, it is important to minimise detours and waiting time for all agents.

b) Objective 2 - Makespan: For every solution of the MOMAPF problem, the makespan is the time needed until the last task is finished.

\[
f_2(P) = \max_{i=1}^{K} |p_i|
\]

Hence, when minimising the makespan objective it is important to give priority to the agent with the longest path. As a result, it is likely that the path-length for other agents increases and therefore flow-time increases while makespan is optimised [2].

c) Objective 3 - Overlaps: Our third objective measures the number of overlaps between the paths of agents, indicating the number of collisions. We take edge-conflicts as well as node-conflicts into account. An edge-conflict occurs when more than one agent is using an edge from one cell to another in the same time-step. Node-conflicts occur when more than one agent uses the same cell during the same time-step, i.e. occupies the same node of the graph.

\[
f_3(P) = \sum_{i} |\bigcap_{t} \{n_{it}\}| + \sum_{i} |\bigcap_{t} \{n_{it}, n_{it+1}\}|
\]

In classical MAPF, node- and edge-conflicts in a solution are considered to be infeasible. However, as mentioned above, research has shown that even conflict-free paths may fail in real-world applications in case the timing during plan execution is inexact [9]. Allowing the optimisation algorithms to consider solutions which contain collisions can be beneficial to the overall search process and exploration of the search space.

IV. MULTI-OBJECTIVE OPTIMISATION FOR THE MOMAPF PROBLEM

In this section, we propose a new problem formulation for MOMAPF that can be used with existing multi-objective optimisation algorithms. We introduce a waypoint-based, integer-valued encoding of solution candidates and define corresponding genetic operators. These are implemented into the well-known NSGA-II [4] and NSGA-III [5] algorithms.

A. Decision Space and Encoding of the Solution Candidates

The MOMAPF problem is encoded using a graph structure. All grid cells (see Fig. 1) are represented by a node in an undirected graph. Edges connect neighbouring cells, where in this encoding movement is possible to all eight neighbouring nodes. Cells that are occupied by obstacles in the map are not part of the graph, i.e. the nodes next to obstacles have less neighbouring nodes. For simplicity we assume that all agents need to move at each time step, i.e. waiting on a node is not a possible action.

In order to encode one single path \( p_i \) for agent \( i \) through the graph, we use a sequence of a fixed number of \( W \) waypoints \( \{w_{i1}, \cdots, w_{iW}\} \). From these waypoints the path is generated as already defined \( p_i = (n_{i0}, \cdots, n_{ig}) \). That means, the path of a single agent is encoded by a list of nodes, the first and the last entries in that list being the starting point and the goal of that agent. All waypoints in between these two are subject to change by the evolutionary process. During the evaluation, a path through the graph is built from the waypoints by connecting them with a simple pathfinding algorithm. More precisely, Dijkstra’s algorithm [22] is used to connect the starting point to the first waypoint, the first waypoint to the second, and so forth until the last part of the path is computed as the shortest path from the last waypoint to the goal node. Note that in this implementation, each agent is not aware of the other agents paths or positions, i.e. the shortest paths is computed while disregarding any possible conflicts with other agents.

As one whole solution to the MOMAPF problem contains the paths of all existing agents, one individual in the evolutionary algorithm is a collection of the \( K \) lists of waypoints, one for each agent in the problem. As mentioned, the first and the last waypoints are always fixed for each agent, hence we allow the genetic operators which are described below to perform only on the inner waypoints.

The number of inner waypoints in each agent’s path list is fixed, but it can be seen that the more waypoints are used, the finer the adjustments are possible in order to navigate around obstacles and avoid conflicts. On the other hand, more waypoints also increase the size of the search space, and finding an optimal (short) path might be more difficult since all waypoints may initially be far away from each other.

B. Crossover

The crossover operator is designed to exchange two waypoints of two randomly selected agents with each other. Within the paths of those agents, a random inner waypoint is chosen respectively and these waypoints are exchanged between the solutions.

C. Mutation

Our implemented mutation operator chooses randomly one agent from a solution and one random inner waypoint from its path. This waypoint is then shifted in one of the eight possible neighbourhood directions. Due to our graph-based encoding of the decision space we ensure that this shift will
not move the waypoint into or through a wall / an obstacle. Fig. 1 illustrates an example. The second waypoint (blue), can be shifted according to the shown eight directions in blue.

![Waypoint Start/End](image)

**Fig. 1:** Path of one agent. The first and last waypoints of the path are fixed, while the three inner waypoints are subject to change. The waypoints are connected with Dijkstra’s algorithm. Black tiles show obstacles in the map. Possible mutations of the path are shown in blue arrows on the second waypoint.

D. Implementation

For the implementation of the proposed algorithm we use the JGraphT library for graph storage [23]. For optimisation, we use the well-known jMetal multi-objective optimisation framework, version 5.7, and the pre-implemented versions of NSGA-II [4] and NSGA-III [5] in order to extend their functionality to fit our encoding [24], [25].

To increase the algorithm’s performance we decided to store calculated shortest paths in an efficient in-memory hash map, i.e. Chronicle Map\(^2\). Thus we assured that each two waypoints are always connected by the same shortest path, even in case several shortest paths exist.

V. Experiments

In this section we aim to evaluate our proposed approach on the MOMAPF problem using the encoding presented in the previous section.

A. Configuration and Parameter Settings

To show the performance of the optimisation algorithms in different settings of the problem, we use scenarios and maps from the Multi-Agent Pathfinding Benchmark \(^3\) [6]. We limit the experiments to three different maps: An empty 32x32 map, the room map of size 64x64 and the maze map of size 128x128. The two latter, non-empty maps are shown in Fig. 2. The black areas are obstacles that can not be passed, while the grey cells are free. The benchmarks obtained from MAPF.info also provide several scenarios for each map, classified as even and random scenarios. With the assumption that randomly distributed agents are more likely to represent real-world applications like warehouses or traffic navigation, we select the scenarios from the random class for each map, where the start and end positions are randomly distributed. These random scenarios are used with 10 and 50 agents in each map respectively.

In addition to different map sizes and different numbers of agents, the size of a problem instance can further be adjusted by the amount of waypoints for each agent. A smaller number of inner waypoints reduces the size of the decision space for the algorithm, but allows less detailed adjustments in terms of navigating the agent around obstacles or to avoid conflicts with other agents. To account for different problem sizes and complexities, we use two different configurations with 4 and 10 waypoints, resulting in 2 and 8 inner waypoints respectively.

In total, our experiments contain three maps, two agent configurations (10 and 50) and two waypoint configurations (4 and 10), which results in a set of 12 unique problem instances. Two different algorithms are used to optimise the 3-objective problem, NSGA-II and NSGA-III. Each of those algorithms is used to optimise the 12 problem instances for 31 independent runs. The population sizes are set to 92 (due to the internal NSGA-III implementation of the jMetal framework). The number of generations per algorithm is set to 100, which results in a total of 9,200 function evaluations. Due to the novelty of this approach of solving the MAPF problem in a multi-objective manner with a meta-heuristic algorithm, the true Pareto-fronts and corresponding Pareto-sets of the problem instances are unknown. To compare the performance of the two algorithms with each other, we therefore apply the normalised Hypervolume (HV) indicator [26], using the nadir point of the union of all obtained runs per problem instance as the reference point. The results of NSGA-II and NSGA-III are compared and tested for statistical significance using the two-sided pairwise Mann-Whitney-U Test, with the null hypothesis that the distributions of the two samples have equal medians. Statistical significance of the differences between the performance is assumed for a \(p\)-value smaller than 0.01.

B. Results and Analysis

The median HV and interquartile range (IQR) values obtained by NSGA-II and NSGA-III are shown in Table I. Both NSGA-II and NSGA-III show similar performance with no significant differences in the HV indicator. The difference between both algorithms lies only in the concept for obtaining and maintaining diversity in the objective space. The non-significant differences in the results indicate that the complexity of the trade-off between the three objectives functions does not affect algorithm performance, i.e. diversity can be achieved by traditional diversity-preserving methods and the problem does not require special many-objective techniques.

---


\(^3\)The benchmark maps can easily be obtained from [www.mapf.info](http://www.mapf.info)
TABLE I: Obtained median and IQR values of the Hypervolume indicator for the NSGA-II and NSGA-III algorithms. The results of both algorithms show no statistically significant differences to each other ($p < 0.01$).

<table>
<thead>
<tr>
<th>Map Type</th>
<th>Map size</th>
<th># Agents</th>
<th># Waypoints</th>
<th>NSGA-II</th>
<th>NSGA-III</th>
</tr>
</thead>
<tbody>
<tr>
<td>empty</td>
<td>32 x 32</td>
<td>10</td>
<td>4</td>
<td>0.59789 (1.24E-2)</td>
<td>0.59540 (9.24E-3)</td>
</tr>
<tr>
<td>empty</td>
<td>32 x 32</td>
<td>10</td>
<td>10</td>
<td>0.56711 (6.03E-2)</td>
<td>0.56609 (5.77E-2)</td>
</tr>
<tr>
<td>empty</td>
<td>32 x 32</td>
<td>50</td>
<td>4</td>
<td>0.51422 (1.61E-2)</td>
<td>0.51493 (1.37E-2)</td>
</tr>
<tr>
<td>empty</td>
<td>32 x 32</td>
<td>50</td>
<td>10</td>
<td>0.35800 (9.92E-3)</td>
<td>0.35799 (9.94E-2)</td>
</tr>
<tr>
<td>room</td>
<td>64 x 64</td>
<td>10</td>
<td>4</td>
<td>0.64144 (1.94E-2)</td>
<td>0.64108 (7.41E-2)</td>
</tr>
<tr>
<td>room</td>
<td>64 x 64</td>
<td>10</td>
<td>10</td>
<td>0.59322 (1.76E-2)</td>
<td>0.59381 (1.51E-2)</td>
</tr>
<tr>
<td>room</td>
<td>64 x 64</td>
<td>50</td>
<td>4</td>
<td>0.52532 (1.60E-2)</td>
<td>0.52233 (1.58E-2)</td>
</tr>
<tr>
<td>room</td>
<td>64 x 64</td>
<td>50</td>
<td>10</td>
<td>0.43734 (1.94E-2)</td>
<td>0.43752 (1.24E-2)</td>
</tr>
<tr>
<td>maze</td>
<td>128 x 128</td>
<td>10</td>
<td>4</td>
<td>0.68737 (2.03E-2)</td>
<td>0.67453 (9.94E-2)</td>
</tr>
<tr>
<td>maze</td>
<td>128 x 128</td>
<td>10</td>
<td>10</td>
<td>0.58794 (2.33E-2)</td>
<td>0.58468 (2.14E-2)</td>
</tr>
<tr>
<td>maze</td>
<td>128 x 128</td>
<td>50</td>
<td>4</td>
<td>0.47958 (1.04E-2)</td>
<td>0.47634 (2.05E-2)</td>
</tr>
<tr>
<td>maze</td>
<td>128 x 128</td>
<td>50</td>
<td>10</td>
<td>0.43796 (1.24E-2)</td>
<td>0.44031 (6.12E-3)</td>
</tr>
</tbody>
</table>

In the following, we perform a more in-depth analysis of the final populations of the NSGA-III algorithm.

Figure 2: Maps with obstacles [6]

(a) Room Map 64x64 (b) Maze Map 128x128

Figure 3 shows pairwise 2D-projections of the objective values of the final populations. The figure shows all solutions from 31 runs of the 10 agent problem instance on the empty 32x32 map with 4 and 10 waypoints per agent. The dominated and non-dominated individuals of each problem instance are highlighted in different colours respectively. The objective values of the non-dominated individuals show that all three objectives are conflicting, as multiple solutions exist that represent different trade-offs between the objectives. In addition, the existence of solutions without any overlaps between paths show the applicability of the algorithm to find feasible solutions to the classical MAPF problem. We can further observe a trade-off between overlaps and makespan as well as overlaps and flow-time.

The projections also reveal that overall, using only four waypoints results in a much better performance of the solutions in all three objective functions. The authors presume that the reduced search-space helps to achieve convergence. While reducing the search-space might exclude optimal solutions, a smaller search space can on the other hand be explored and exploited further with the computational budget at hand. This shows that with the relatively low number of function evaluations, our approach is more suited to scenarios with only few conflicts. Another possible reason for the better performance in the 4-waypoint instances may be the proposed crossover operator, as only switching two waypoints between two solutions constitutes a larger amount of change (relative to the size of the individual). This reveals potential to discover better solutions in the future by designing more advanced operators.

Fig. 6 depicts a projection in the map’s x-y-plane showing the resulting paths of one specific non-dominated solution on map room with the configuration of ten agents and four waypoints. The agents often take huge detours through the map, which is most likely not a satisfactory solution since there is room for improvement, i.e. aligning the waypoints.

Similar conclusions can be drawn from analysing the non-dominated solutions on the room map (Fig. 4). We used only four waypoints and want to compare two experiments with ten and 50 agents. With 50 agents the algorithm is not able to find conflict-free solutions any more, while it is able to find non-overlapping solution with ten agents. However, it is an open question whether the algorithm was not able to find conflict-free solutions with the given computational budget, or whether it is not possible to represent conflict-free solutions with only four waypoints when considering 50 agents.

In all three maps we can clearly observe a trade-off between the three different objective functions. On the maze map, which is the largest and most complex of the three, we now take a closer look at the obtained non-dominated solutions of the 4-waypoint instances. Fig. 5 shows the corresponding 2-D projections of the combined solutions found in our 31 independent runs. We can observe here that in the solution set there are two non-dominated solutions which contain overlaps that are in exchange superior in the other two objectives. This indicates that in real applications it might be beneficial to accept small amounts of conflicts to be resolved outside of the MOMPAF algorithm (e.g. by local-planning during the runtime of the system). In exchange, solutions with superior flow-time and makespan can be found in our multi-objective problem formulation, that may not be seen by the decision maker if zero overlaps were used as a hard constraint. The shape of the other non-dominated front in the solutions in the makespan/flow-time-plot shows that our algorithm found a Pareto-front with many different trade-offs between the makespan and flow-time objectives.
VI. CONCLUSION AND OUTLOOK

In this paper we present the Multi-Objective Multi-Agent Pathfinding problem (MOMAPF), as well as a simple algorithm that is capable of solving the problem for certain configurations, by using a list of agents and their waypoints as solution representation. The novelty of our approach lies in (1) solving the MAPF with a meta-heuristic algorithm and (2) treating the MAPF as a multi-objective problem. In our experiments the used algorithms perform with promising results, however the representation of the solutions we have chosen reduces the solution space to a fixed-size, integer-valued problem and excludes a huge number of valid (and possibly optimal) solutions. The reduction of the search space is critical, as the algorithm ceases to converge in case we change the number of waypoints from four to ten. The most evident application of our approach is in Multi-Robot Systems, however the (MO)MAPF is related to several other routing problems like the pipe-routing problem or other routing problems involving multiple paths (like finding the path to build multi-lane roads) [19].

This paper is only a first investigation on the topic of MOMAPF and we used a very elementary meta-heuristic approach to solve the problem. Based on the proposed benchmark in this article, multiple future research directions can be identified.

First, we aim to investigate into the MOMAPF problem as a more intrinsic problem, e.g. that every agent has a set of objectives. Furthermore, we assumed that agents are not able to wait but have to move to another position at every time step. An area of future research is to extend our approach and enable agents to wait at a node. One way to do so is to expand the graph in time, i.e. have a layer for every time step and edges going only forward in time. Using a time-expanded graph would have exceeded our computational budget, thus we did not implement it in the experiments in this article. An approach to simplify a large time-expanded graph is to insert loops on each node representing waiting when traversing this edge. This, however, requires a different mechanism to connecting the waypoints, than the simple path finding algorithm in our implementation which is not capable of appropriate loop handling. Furthermore, we believe that other genetic operators could help the algorithm to converge faster and discover more promising solution candidates.

We also plan to perform MOMAPF with real robots. In a robotics application a feasible metric for robustness needs to be chosen instead of our current conflict-based objective [3]. We believe that an improved robustness objective will also lead to an improved fitness landscape, as perturbing a robust solution is likely to lead to another feasible solution, while
even a small perturbation may lead to a severe change in the current metric. Such deviations are likely to occur frequently, since robots can never perfectly execute the planned movement. Furthermore, robot movement is always restricted by kinematic constraints and robots move in continuous space and need to deal with localisation errors [27]. Hence, the resulting movement is much more complex than the simple grid based movement model in our current article. An approach to make solutions more feasible for the actual use with robots is to implement a certain collision radius. If an agent enters another agent’s radius it can be considered as a collision. An algorithm’s solution can be perturbed up to a certain order to find several solutions with the same objective values but different configurations, i.e. agent paths. Decision makers might use this information to determine the best alternative.

Finally, we hope to see improved algorithms that can solve the MOMAPF problem in a more advanced fashion and can deal with a larger number of agents (for instance by applying specific large-scale optimisation methods [32]–[36]) as well as with a dynamic number of waypoints.

Fig. 6: Projected result paths of a non-dominated solution using the NSGA-III algorithm on the room map, 10 Agents, 4 Waypoints

Fig. 5: Matrix-Scatter-Plot of the NSGA-III Experiment on Map maze, 10 Agents, 10 Waypoints
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