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Abstract—In order to develop an offshore maintenance sched-
ule support system, this work presents a new model for con-
strained combinatorial problems: CPSO+. This model is a combi-
nation of two previous models: the PSO+, which presented good
results in problems with nonlinear constrains; and the CPSO,
which is an adaptation of PSO for application in combinatorial
problems. The proposed model has been adapted to solve the
complex problem of defining the best sequence of offshore
maintenance activities and allocated staff to maximize service
provider profitability within three months, while respecting all
service completion time constraints and specific offshore work
constraints. To evaluate the performance of this new model in
solving the proposed problem, two CPSO+ variants were evalu-
ated against the original CPSO model, in six proposed simulation
cases. The results of the simulations indicate that the proposed
CPSO+ model with reduced initialization variation outperforms
other evaluated models in execution time and solution quality to
the given problem.

Index Terms—Particle Swarm Optimization, Optimization,
Combinatorial Problem, Offshore Maintenance, Combinatorial
PSO.

I. INTRODUCTION

The oil and gas industry is an economic strategic sector
in Brazil. Therefore, the solution to relevant problems in this
field is highly important to the country. In this context, one
of the challenges of this sector is to replace the manual and
archaic procedures for modern, automated and data driven
techniques, specially on the scheduling segment [1]. Among
the different support areas associated to offshore oil extraction,
the main department is the offshore maintenance team, which
is responsible to ensure the equipment’s correct setup and
performance. In this segment, the most outdated process is
the workers boarding scheduling, with no proper tool to assist
on this task which considers the necessary restrictions.

This problem is known as Flexible Job-shop Scheduling
Problem, an optimization problem to solve machine and
resources allocation in tasks with known restrictions [2].
Today, on the Brazilian industry, some companies still operate
without this kind of software support, depending, instead, on
expert decisions. Others, utilize generic software that does
not analyze the offshore work specific restrictions, resulting
in sub-optimal solutions that request further manual tuning
to be implemented on the field. Even though the companies

operates in that way, this process can take several days of
different specialists and is highly susceptible to human errors.

Since there are no techniques specifically designed for
offshore restrictions, this study uses as reference other industry
segment algorithms with similar restrictions. Those segments
are: the problem to balance the data process on multiple cores
[3]; the information path selection on network environments
with bandwidth limitation [4] and papers on modeling Job
Shop Scheduling Problems [5]–[7]. These studies support that
the Flexible Job Shop Scheduling Problems, the literature
name for the presented offshore problem, is a relevant problem
to be studied, especially with multiple workers and constrains.
The Particle Swarm Optimization (PSO) [8] algorithm has
presented good results both in terms of processing speed and
quality of the solution for high dimensional problems with
constrains, so it has a good fit with the proposed problem.
Although, the model adaptations does not cover all applica-
tions yet. Variations of the original PSO have been developed,
such as PSO+ [9], which extends the PSO to deal with
nonlinear restrictions using a multiple swarm logic, and the
CPSO [10], which is suitable for combinatorial optimization
problems. However, there is no PSO version that incorporates
both capabilities.

Therefore, the main objective of this work is to propose
a new Flexible Job Shop Scheduling Problem optimization
model specifically designed for the offshore maintenance
sector restrictions. This new model, called CPSO+, is inspired
on the PSO+ high performance tools and the combinatorial
adaptations from the CPSO model, allowing it to benefit from
the advantages of both models.

II. OFFSHORE MAINTENANCE SCHEDULING

Oil platforms in Brazil are mainly offshore constructions
similar to ships that should never leave the sea. Although
similar to normal ships, the offshore platforms need a va-
riety of services to keep operation, such as food supply,
accommodation facilities, electricity, transportation to land,
loading / offloading, telecommunications, medical services,
and maintenance, safety and emergency equipments [11]. Even
though those services are similar to onshore services, they are
regulated by different laws dedicated to offshore jobs. Those
regulations impose that:
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• The maximum work hours per day is 12h, with 1h breaks
for the meals;

• The maximum time on board is 15 days;
• the worker has 24h off for each day on board.

Adding to all the law restrictions, the offshore market has
some other standards in the segment as pre-scheduled dates
to access the platform, limit to on board headcount, specific
safety train and periodic medical checkups [12]. Therefore, the
focus of this study, the offshore maintenance, is a hilly con-
strained multidimensional problem that should be optimized
over a key result.

The offshore maintenance scheduling team key result is to
maximize the profit for the next three months respecting all the
sector restrictions. Naturally, those profit is correlated to the
number of completed services, so, to maximize the profit, the
team focus in minimizing the estimated finish time from the
client selected services. Therefore, the maintenance scheduling
team is responsible for:

• choosing the order to execute each job;
• splitting the clients’ jobs in tasks of maximum 12h;
• selecting the workers for those tasks;
• defining when each worker should board and disembark

the platform.

All these tasks should be scheduled respecting all mentioned
segment restrictions.

III. FLEXIBLE JOB SHOP SCHEDULING PROBLEM

In the literature, there are different variants on the Job
Scheduling Problem. The main blocks relevant to this study
are: resource allocation on jobs, known as Flexible Job
Scheduling Problem [13]–[15], and resource sharing, known
as Parallel Job Scheduling Problem [16], [17].

A. Order decoder

The other transformation necessary to optimize scheduling
problems is to decode the order vector. Given a task sequence,
this deterministic function converts it on a feasible schedule,
start and end date for each task, that respects the workers
restrictions and the tasks precedence conditions.

In this study, those conditions are:

• An offshore task should start after a boarding day;
• Offshore tasks should be concluded before the 15th day

on board of the selected worker;
• The break after landing is equal to the period on board;
• Each boarding period has a limit of worker on board;
• Onshore tasks should be executed when the worker is on

land, but after the break period;
• Each worker only execute one task at a time.

Although most of the restrictions are handled by the order
decoder, the desired deadline for the job still need to be
evaluated after the schedule is constructed. Therefore, the job
deadline is the only restriction that can evaluate a optimization
result as invalid.

IV. PARTICLE SWARM OTIMIZATION (PSO)

It’s proven that the Flexible Job-shop Scheduling Problems
are classified as NP-Hard problem, a problem that is not
computational time solvable testing all possible solutions when
it increases in dimension [18]. Those type of problems, then,
requires techniques that explores the search space in a semi-
random process using the acquired knowledge to redirect
the algorithm towards the best solution, the meta-heuristic
methodologies [19].

As the NP-hard problem significance is increasing in the
industry, the meta-heuristic algorithms are also conquering
more field on the literature. Even though those methods does
not ensure mathematical convergence on a global optimum,
there results are considered satisfactory for real case applica-
tion due to their convergence strategy [20]. There are multiple
techniques and variations developed to outperform the others
in it’s specific field, but the main general purpose meta-
heuristic algorithms are:

• Genetic Algorithm (GA) [21],
• Differential Evolution [22],
• Ant Colony [23],
• Bee Colony [24] and
• Particle Swarm Optimization (PSO) [8]

Between all these algorithms, the GA is the most studied
method for scheduling problems. Although, recent studies
demonstrate that, for other problems, the PSO has faster
convergence and similar results to the GA [10] [25] [26] [27]
[28]. As this work focus on solving the maintenance schedule
in a shorter time, it will focus on the PSO algorithm.

A. CPSO

Originally, the PSO movements the particles in a continuous
independent n dimensional search space. Although, in the
combinatorial model, CPSO, it’s not possible to have the
same value in two different vector positions. Therefore, a new
position actualization process is necessary to this model.

As described in [10], it’s not necessary modify the velocity
equation, only the position equation: x(t+1) = x(t)+v(t+1).
This operation is modified to a 5-step process illustrated on
Figure 1.

The first step is to limit the velocity between −N and N ,
where N is the vector length. Then, normalize the vector by
dividing it by N . Using this normalized velocity vector as
a probability to select a target position, some positions are
randomly chosen to the next two steps.

A selected vector position is compared with the target
particle. The original vector chosen position task will be
named TA and the target vector chosen position task as TB .
The original position vector is evaluated to test if the switch
between TA and TB won’t break any precedence condition. If
TA can switch with positions with TB on the original vector,
then they change places. This operation is repeated for all the
selected positions, but a switched tasks should be skipped. The
final vector is considered the actualized position vector.



Fig. 1. Exemplo de atualização do PSO Combinatorial

B. PSO+

When the CPSO is a modification on the original PSO
to handle combinatorial problems, the PSO+ [9] is a variant
that is specialized in handling complex restrictions. The main
components responsible to this capability are:

• Movement inertia;
• Invalid solution corrector;
• Exploration movement.
To that components to work, the original search swarm is

modified in three swarms that, together, explore the solution
space:

• Frontier swarm
• Reference swarm
• Support swarm
The frontier swarm is responsible to disperse in the search

space looking for the best solution. When a particle in this
swarm has a valid position, it can evolve similar to the original
PSO or do a exploration movement, move in the direction
of the support swarm to better explore the space. Although,
when it‘s position is invalid, the algorithms tries to correct the
particle evaluation with the reference swarm help.

The support swarm is responsible to keep invalid positions
found during the initialization to push the frontier swarm
towards the limits between the valid and invalid space, help-
ing the search on the restriction limit. This process occurs
replacing the global target on the original PSO movement to
the position of a support particle, redirecting the valid frontier
particle actualization.

On the other hand, the reference swarm is responsible to
store the best evaluated valid positions. Based on GA solution
corrector, [29], [30], When a invalid frontier particle need
to be evaluated, a random reference particle is chosen. This
valid particle is used as target to a virtual movement between
the frontier particle and the reference particle. If a new valid
position is found, the invalid particle position is not modified,
but it‘s evaluation is considered the new valid position eval-
uation. If this evaluation is better then the reference particle
evaluation, the old reference particle is replaced with this new
position.

V. CPSO+

This study proposes a new PSO variant, the CPSO+, which
unifies the order modifications from the CPSO, with the
restriction handle compenets from the PSO+.

Fig. 2. Elementos do CPSO+

A. Worker decoder

It’s important to highlight that the resources allocated on a
Flexible Shop Scheduling Problem can be either raw materials
for a process, tools to execute the task, or workers with the
skill to complete the job. In this last case, not all employees
are able to execute all activities, being necessary a matrix
to correlate the resources with the possible activities. Even
thought there are multiple workers combinations for one job
and multiple jobs possible for a worker, in this kind of
problem, one worker can only execute one job at a time and
only one worker will be necessary for each task.

Fig. 3. Exemplo de representação de seleção de recurso

With those restrictions, it’s possible to develop a worker
selection vector to model which employee will work on each
scheduled task. In this model, illustrated on Figure 3, the N th

position on the vector Allocated worker represents the N th

task. On the other hand, the value in the vector position, index,
represents which column on the Decodification table will be
selected for this task. The position-index combination, then,
is decrypt in the selected worker for the task.



Those construction allows the optimization algorithm to
search on a continuous integer space that can be uniquely
converted on a feasible worker. These search space is simpler
to optimize since all restrictions are treated by the Decodifi-
cation table, improving the method speed.

B. CPSO+ position update

To use the restriction handle components from the PSO+,
the CPSO+ has to adapt the orginal position update formula
from each of the three swarms.

First, the solution corrector movement is modified from
a random speed CPSO position update with a reference
swarm particle as target. For the exploration movement, the
target particle is a support swarm particle and the speed is
the frontier particle current speed. Finally, for the normal
movement, the frontier particle randomly chooses between the
best past position and the global best position as target for the
movement. After the position update, each particle is evaluated
by the order decoder and the worker decoder an judged valid
or invalid.

C. CPSO+ with modified initialization

As the CPSO+ has three different swarms, the initialization
process takes more time then the CPSO. To minimize this time
invest in creating the swarms that handle the restrictions, the
reference swarm and the support swarm, a new initialization
method is purposed.

While the original initialization method searchs for N valid
particles for the reference swarm, N invalid particles for the
support swarm and N random particles for the frontier swarm,
the CPSO+m, CPSO+ modified for faster initialization, only
generates 2N particles. Each created particle is evaluated as
valid or invalid and, in a balanced search space, around half the
particles should be valid and the other half invalid. Although,
in a unbalanced space is more likely to not found any valid
particles, if mostly invalid, or invalid, if mostly valid.

In those cases, the CPSO+ will start to search for a solution
without the restriction handling swarms saving time searching
for a specific type of particle that may not even exist on a
specific problem. After a fill eras, when it founds the specific
particle type it populates the extra swarms and start to use
them to better explore the search space. On the other hand, as
it does not have the other swarms, this variation can present
worst results then the long initialization version since it moves
similar to a simple CPSO at the initial eras.

VI. SIMULATIONS & RESULTS

To compare the literature model, CPSO, with the model pur-
posed on this study, , CPSO+ and CPSO+m, four simulation
scenarios were run:

• a complete invalid search space
• a complete valid search space
• a predominant valid search space
• a predominant invalid search space
Those conditions were selected to evaluate the new algo-

rithms in all possible applicable applications. As the space

viability is determined only by the jobs deadline, all simula-
tions are composed by the same tasks, workers and boarding
dates and exclusively different by the deadline of one job. The
shared parameters are exhibited in Table I, while the deadline
of the discriminant job is displayed in Table II.

TABLE I
SHARED SIMULATION PARAMETERS

Parameter Value
Distinct needed skills 7 skills
Number of employees 6 employees for each skill (total = 42)

Boarding limit 4

Number of activities

Job 01 - 43
Job 02 - 42
Job 03 - 53
Job 04 - 75
Total - 213

Deadline

Job 01 - No Deadline
Job 02 - Change with simulation case

Job 03 - No Deadline
Job 04 - No Deadline

Fixed boarding days
0 ; 6 ; 13 ; 20 ; 27 ;

34 ; 41 ; 48 ; 55 ; 62 ;
69 ; 76 ; 83

Max schedule length 93 days

TABLE II
JOB 02 DEADLINE PER SIMULATION SCENARIO

Scenario Job 02 deadline
Scenario 01 Day 2
Scenario 02 No deadline
Scenario 03 Day 70
Scenario 04 Day 15

Scenario 01 presents an impossible short deadline, to eval-
uate how each model handles non convergent searches. In
Scenario 02, there is no deadline for the job, to evaluate
how the proposed models, CPOS+ and CPSO+m, perform
without the Support swarm. Scenario 03 represents a loose
deadline, to evaluate the convergence time in a simple non-
linear restriction scenario. In the last scenario, Scenario 04, a
strict deadline is provided, to evaluate the convergence time
and results on a more common industrial scenario.

Each model, CPSO; CPSO+; CPSO+m, was tested in each
scenario twenty times to compare the final results dispersion,
the average initialization time and the average search time.
The results found where disposed on Tables III, V and IV.

TABLE III
SOLUTION QUALITY RESULTS

Avg MAX CPSO CPSO+ CPSO+m

Scenario 01 -8900 -8980 -8945
Scenario 02 -1080 -1095 -1080
Scenario 03 -1415 -1055 -1140
Scenario 04 -7650 -7175 -7285

Comparing the results obtained, Scenario 01 and Sce-
nario 02 demonstrate that the proposed models, CPSO+ and
CPSO + m, provide similar results to the CPSO, but with
longer search times, which allows to conclude that those new



TABLE IV
INITIALIZATION TIME RESULTS

Avg Initialization time CPSO CPSO+ CPSO+m

Scenario 01 18 s 1 min 14 s 36 s
Scenario 02 17 s 1 min 7 s 29 s
Scenario 03 18 s 1 min 13 s 36 s
Scenario 04 19 s 1 min 14 s 36 s

TABLE V
SEARCH TIME RESULTS

Avg search time CPSO CPSO+ CPSO+m

Scenario 01 2 min 10 s 3 min 36 s 2 min 45 s
Scenario 02 1 min 17 s 2 min 32 s 1 min 55 s
Scenario 03 2 min 24 s 7 min 31 s 9 min 40 s
Scenario 04 2 min 32 s 3 min 11 s 3 min 25 s

models are not good for non restricted applications. On the
other hand, in Scenario 03 and Scenario 04, with access to
all three swarms, the proposed models present better results
then the CPSO with a reasonable search time increase for the
offshore industry application.

Even though the CPSO +m presents similar search time
to the CPSO+ in Scenario 03, the first demonstrates similar
results to the second with shorter initialization time. Therefore,
it is possible to argue that the CPSO+m has a better balance
between result quality and total search time to be applicable on
the offshore maintenance scheduling segment then the CPSO+
and the CPSO.

VII. CONCLUSION

This study, with the objective of develop a decision support
system to the offshore scheduling maintenance team, describes
a new combinatorial optimization model by particle swarm: the
CPSO+. The purposed model is an join between the PSO+
and the CPSO to solve the complex problem of finding the
best maintenance task and worker sequence that maximizes
the company profit in the first three months, respecting the
estimated deadline and sector restrictions.

The CPSO+ and it’s variant, CPSO+m, performance were
evaluated comparing their results whith the CPSO results.
These three models where tested on four simulations with
only one free parameter, the jobs deadline. The simulations
conditions were: a) impossible deadline; b) no deadlines; c) a
job with a distant deadline and d) a job with a short deadline.

All evaluated models were able to solve the described
simulations with different processing speeds and result quality.
It’s important to highlight the CPSO+m results, that presents
a balanced result between processing time, 4 min and 25 sec,
and solution quality.
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