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Abstract—In combination with successful constraint handling techniques, a Matrix Adaptation Evolution Strategy (MA-ES) variant (the ϵMaG-ES) turned out to be a competitive algorithm on the constrained optimization problems proposed for the CEC 2018 competition on constrained single objective real-parameter optimization. A subsequent analysis points to additional potential in terms of robustness and solution quality. The consideration of a restart scheme and adjustments in the constraint handling techniques put this into effect and simplify the configuration. The resulting BP-ϵMaG-ES algorithm is applied to the constrained problems proposed for the IEEE CEC 2020 competition on Real-World Single-Objective Constrained Optimization. The novel MA-ES variant realizes improvements over the original ϵMaG-ES in terms of feasibility and effectiveness on many of the real-world benchmarks. The BP-ϵMaG-ES realizes a feasibility rate of 100% on 44 out of 57 real-world problems and improves the best-known solution in 5 cases.

Index Terms—evolution strategies, constrained optimization, real-world competition, population control, restart strategy

I. INTRODUCTION

Constrained optimization considers the search for the optimal solution of an objective function subject to restrictive constraints on the parameter vectors. Such constraints can result from limited resources, problem-specific trade-offs, appropriate physical boundaries, and many other sources. Particularly, in black-box optimization, the involvement of constraints into an optimization task increases the problem complexity.

In recent years, a growing number of meta-heuristics have been designed for solving constrained black-box optimization problems. Accordingly, there is a need for elaborate benchmark collections on which the effectiveness and efficiency of the proposed algorithms can be validated and compared. So far, constrained benchmark environments were limited to sets of, more or less, artificial test functions [1]–[5]. As these artificial test problems often do not contain the full complexity of real-world problems, the results are usually not directly transferable to practical applications. For this reason, a novel benchmark collection [6] that comprises a set of constrained real-world optimization problems for various industrial applications is worth taking into account. It might help to choose the best among the compared algorithms for a specific kind of real-world problem.
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In the context of the IEEE Congress on Evolutionary Computation 2020 (CEC 2020), the competition on Real-World Single-Objective Constrained Optimization is inviting competitive algorithms for solving these constrained real-world benchmark collection [7]. By changing the benchmark functions, this competition represents a further development of previous competitions. The evaluation criteria are based on the calculation and comparison of performance statistics.

As one of the first Evolution Strategies (ES) in the constrained competitions, a Matrix Adaptation Evolution Strategy (MA-ES) [8] variant, the so-called ϵMaG-ES [9], was able to achieve the overall second place at the CEC 2018 competition on constrained single-objective real parameter optimization in 2018. In addition, the algorithm turned out to be particularly successful in the high dimensional setting (N = 100). In [10], a detailed analysis of the algorithmic ϵMaG-ES components revealed that in many cases the best solution found during a single run is obtained after a relatively small number of function evaluations. That is, instead of stagnating during the consumption of the remaining budget, the use of a restart strategy seems to be more appropriate. By re-initialization in different search space areas, disjoint feasible sets might be explored and the best solution found can potentially be improved. In the case of connected feasible sets, premature convergence might be remedied and the robustness of the algorithm can be increased. Further, the recommended population size in [9] was based on the population sizes of comparable DE algorithms. The analysis showed that the best choice for the offspring population size depends very much on the structure of the problem. On average, however, smaller population sizes appeared to be beneficial in the constrained CEC 2018 benchmark settings. Following these observations, the ϵMaG-ES strategy is augmented with a restart mechanism that varies the population size. To this end, the BiPop-MA-ES implementation [8] for unconstrained problems, which is based on the ideas of [11] and [12], is used as a design guideline.

The analysis in [10] also revealed that the ϵ-level constraint handling approach used by ϵMaG-ES can turn out disadvantageous in some cases. In particular, this is true in situations where the objective function turns out to be monotonic in at least one dimension [5].

The presented algorithm aims at solving the real-valued
constrained real-world optimization problems specified in [6] for the CEC competition on constrained real-world problems in 2020. It is referred to as BP-cMAg-ES. By making use of restarts and varying the population sizes, BP-cMAg-ES represents an advancement of the cMAg-ES customized for the benchmarking competition. Additionally, the ϵ-level reduction is adjusted to rely on the ratio of ϵ-feasible solutions within the offspring population of the ES rather than on the number of generations elapsed. The design idea goes back to [13], but was further modified for the use within cMAg-ES.

The remainder of this paper is organized as follows: The general form of the constrained optimization problems and some useful notations are presented in Sec. II. Section III then introduces the BP-cMAg-ES for constrained optimization. Due to page limitations, it focuses primarily on the changes with respect to cMAg-ES [9], in particular. After that, the experimental setting of the CEC 2020 competition on constrained real-world problems as well as the parameter settings for the BP-cMAg-ES are summarized in Sec. IV. Section V presents the final performance statistics as specified in [7]. The paper concludes with a brief discussion of the observations.

II. GENERAL PROBLEM FORMULATION

This paper considers constrained real-world optimization problems [6] of the general form

\[
\begin{align*}
\min & \quad f(y) \\
\text{s.t.} & \quad g_i(y) \leq 0, \quad i = 1, \ldots, l, \\
& \quad h_j(y) = 0, \quad j = 1, \ldots, k, \\
& \quad \bar{y} \leq y \leq \hat{y}.
\end{align*}
\]

(1)

That is, the optimization goal is w.l.o.g. the minimization of the real-valued objective function \( f(y) \) with respect to an \( N \)-dimensional search space parameter vector \( y \in \mathbb{R}^N \). The \( N \)-dimensional vectors \( \bar{y} \) and \( \hat{y} \) define lower and upper box-constraints of each parameter vector component \( y_k, \quad k = 1, \ldots, N \). Specifying reasonable ranges of the components \( y_k \), the box-constraints are provided in the source code that comes with [7].

The feasible region of (1) is additionally restricted by \( m = l + k \) real-valued constraint functions. These constraint functions consist of inequality constraints \( g_i(y), \quad i = 1, \ldots, l \) and equality constraints \( h_j(y), \quad j = 1, \ldots, k \). A vector \( y \in S \) that satisfies all constraints simultaneously is called feasible. When considering problem (1) a measure of infeasibility is useful for ranking potentially infeasible candidate solutions. To this end, we compute the constraint violation \( \nu(y) \) of a candidate solution \( y \) as

\[
\nu(y) = \frac{\sum_{i=1}^{l} G_i(y) + \sum_{j=1}^{k} H_j(y)}{l + k},
\]

(2)

with functions \( G_i(y) \) and \( H_j(y) \) defined by

\[
\begin{align*}
G_i(y) & := \max (0, g_i(y)), \\
H_j(y) & := \left\{ \begin{array}{ll}
|h_j(y)|, & \text{if } |h_j(y)| - \delta > 0 \\
0, & \text{if } |h_j(y)| - \delta \leq 0
\end{array} \right..
\end{align*}
\]

(3)

In order to be able to satisfy the equality constraints, the \( \delta \) term introduces the necessary error margin. In accordance with [7], this paper considers \( \delta = 10^{-4} \).

III. ALGORITHM

The MA-ES represents an algorithmically reduced CMA-ES variant [14] that was already implemented as a building block in a multi-restart approach similar to the BiPop-CMA-ES in [8]. The newly proposed BP-cMAg-ES transfers this approach designed for multi-modal problems to constrained optimization problems (1).

The Meta-ES approach presented in Alg. 1 utilizes a modified version of the cMAg-ES as its “search driver”, see Alg. 2. Until the total budget of function evaluations is exhausted, the cMAg-ES is restarted with different population sizes and randomly initialized starting populations. In line 6 of the BP-cMAg-ES, the parental population size is updated. The truncation ratio \( \vartheta = \mu/\lambda \) is held constant regardless of the offspring population size adjustment. Right after initialization, Alg. 1 executes a first cMAg-ES run with the initial parameter choices. In case that the first run already consumes the total budget, the Meta-ES approach will terminate before considering any restart at all. Hence, Alg. 1 is basically similar to Alg. 2. For this reason, the restart scheme will not affect the results of the cMAg-ES algorithm in terms of effectiveness. The choice whether to restart the cMAg-ES with small or large population size is balanced. This is performed in such a way that basically half of the total budget will be consumed in the branch working with small populations \( \lambda_S \), and the other half in the branch using large populations \( \lambda_L \). Therefore, the parameters \( b_S \) and \( b_L \) accumulate the corresponding number of function evaluations used. In the small population branch, the population size \( \lambda_S \) is randomly derived on the basis of the updated \( \lambda \). The probabilistic choice is introduced by the uniformly distributed random number \( \nu(0,1) \) in the range \([0,1]\). In contrast to [8], the mutation strength \( \sigma \) is not probabilistically chosen. It is reset to \( \sigma_{\text{init}} \) for every restart.

The case differentiation introduced in lines 8–11 of Alg. 1 controls the number of repair steps \( \theta \), as well as the order relation used in the next cMAg-ES run. As long as \( \nu_{\text{bst}} > 0 \), the lexicographic ordering, i.e., \( \epsilon(0) = 0 \), and \( \theta_r = 20 \) is used in every second restart. In all other cases, the settings according to Sec. IV are considered.

To avoid the consumption of large budget amounts in a single cMAg-ES runs, the search is aborted with respect to three different termination criteria. This way, wasting function evaluations in case of local convergence can be mitigated. Termination is enforced as soon as (TC1) the mutation strength is lower than a threshold below which only marginal improvements are expected (\( \sigma < 10^{-12} \)), as soon as (TC2) more than 10% of the total budget is spent without improvement of the best solution found so far, or as soon as (TC3) the total budget is exhausted. It must be noted that these termination criteria also affect the overall performance of the cMAg-ES. However, the final results appear to substantiate the parameter selections made for the CEC 2020 competition.
In a black-box scenario, the algorithm has no knowledge about the appropriate step-size at a random location in the search space. That is, unlike \([8]\), the algorithm initially samples a uniformly distributed population \(P\) of \(\lambda\) candidate solutions \(y_j \in \mathbb{R}^N, j = 1, \ldots, \lambda\) within the predefined box-constraints \(y_i\) \& \(\tilde{y}\) respectively. This is implemented according to line 4 in Alg. 2. There, \(u(0,1)\) denotes an \(N\)-dimensional vector with uniformly distributed components in \((0,1)\). The starting population is also used to determine the initial \(e(0)\) value, in line 7 of Alg. 2, by considering the constraint violation of the median solution with respect to the lexicographic ordering relation (see \((6)\) with \(\epsilon = 0\) const.). Notice, \(\chi_{T>0}\) denotes the indicator function ensuring that the initial \(\epsilon\)-level is set to zero in case \(T = 0\).

After determination of \(e(0)\), the parent population is selected by choosing the \(\mu\) best candidate solutions from the offspring population of size \(\lambda\). Note that \(y_{m;\lambda}\) denotes the \(m\)th best out of \(\lambda\) with respect to the order relation \(\leq_\epsilon\), see Eq. \((6)\). The recombination of the weighted parents forms the initial parental centroid in line 9 of Alg. 2 and the best found candidate solution so far \(y_{bsf}\) is memorized in line 10. Standard weights \(w_i\) of the MA-ES are used as described in Sec. IV. The comparison of the candidate solutions involves the evaluation of the constrained problem. We account one function evaluation per evaluation of a constrained problem, i.e. including the objective function and all related constraints.

Until one of the three termination conditions (TC1), (TC2), or (TC3) is satisfied, the eMag-ES is repeatedly generating new offspring populations. To this end, \(\lambda\) offspring are generated out of the parental recombinant of the previous generation in the offspring procreation loop of each generation \(g\). The corresponding mutation vector \(d_i^{(g)}\) of each offspring is obtained by multiplication of the transformation matrix \(M^{(g)}\) and a vector \(z_i^{(g)}\) with standard normally distributed components, lines 17 and 18 of Alg. 2. An offspring is generated in line 19 by adding the product of the mutation strength \(s_i^{(g)}\) and \(d_i^{(g)}\) to the recombinant \(y_i^{(g)}\) of the previous generation. Offspring individuals that are generated outside the box constraints, are component-wise reflected into the box. In accordance with Eq. \((5)\), the reflection is denoted by \(\text{KeepRange(.)}\) within the pseudo code. It is performed before each function evaluation (see line 20 and line 25).

Taking into account \([15]\), an additional repair step (lines 22 to 28) is performed with probability \(\theta_p\) in generations \(g\) that are multiples of the dimensionality \(N\). If applicable, infeasible offspring candidate solutions \(y_i^{(g)}\) are repaired based on the approximated gradients of the constraint functions. The repair step requires \(N\) function evaluations per execution plus one single evaluation of the repaired candidate solution. It is expected to reduce the constraint violation of a candidate solution and will potentially guide the search into a beneficial region of the search space, or promote the final step towards the optimizer, respectively. This operation called \(\text{GradientBasedRepair(.)}\) does not guarantee feasibility in a single step. Hence, it is repeated up to \(\theta_r\) times.

Offspring candidate solutions \(y_i^{(g)}\) that have been adjusted by \(\text{KeepRange(.)}\) or \(\text{GradientBasedRepair(.)}\) will differ from the originally sampled \(\tilde{y}\). The corresponding mutation vector \(d_i^{(g)}\) and \(z_i^{(g)}\) of \(y_i^{(g)}\) have to be readjusted to take into account the correct quantities in the transformation matrix update (line 38). This back-calculation is executed in lines 30 and 31 of Alg. 2. While the adjustment of \(d_i^{(g)}\) is simple, the correction of \(z_i^{(g)}\) involves the inverse of the transformation matrix \(M^{(g)}\). Since \(M^{(g)}\) might turn out to be a singular matrix, its pseudo inverse \(M^{-1}\) is used in line 31. It is computed in line 12 at the beginning of each generation.

In the event that the \(M^{(g)}\) update results in a matrix that is ill-suited for the determination of the pseudo inverse \(M^{-1}\), a reinitialization step is applied in line 13 to 15. It prevents the algorithm from breaking off due to numerical instabilities. Using the implementation in \([9]\), \(M^{(g)}\) is reset to \(I\), and \(p_i^{(g)}\) to \(1 \in \mathbb{R}^N\), if applicable. This way, the adaptation mechanism will start anew in the current location of the search space.

After the computation of all \(\lambda\) offspring, the best offspring is compared to the best-found solution so far \(y_{bsf}\) in line 34. In line 36, the parental recombinant \(y_i^{(g)}\) is updated. The update involves the selection of the best \(\mu\) mutation vectors with respect to \(\leq_\epsilon\). Note that in the context of the updates (line 36 to 38), those vectors \(z_i^{(g)}\) and \(d_i^{(g)}\), that contribute to the \(m\)th best candidate solution \(y_{m;\lambda}\) are considered the \(m\)th best.

**Algorithm 1** Pseudo code of the BP-eMag-ES for constrained real-parameter optimization.

```
1: Initialize: \(\mu_{\text{init}}, \lambda_{\text{init}}, \sigma_{\text{init}}, \text{budget}_{\text{max}}, \theta \leftarrow \mu/\lambda\)
2: \(n \leftarrow 0, n_S \leftarrow 0, b_L \leftarrow 0, b_S \leftarrow 0\)
3: \([y_{bsf}, f_{bsf}, \nu_{bsf}, \text{evals}] \leftarrow \text{eMag-ES}(\mu_{\text{init}}, \lambda_{\text{init}}, \sigma_{\text{init}})\)
4: \(\text{budget}_{\text{used}} \leftarrow \text{evals}\)
5: while \(\text{budget}_{\text{used}} < \text{budget}_{\text{max}}\) do \(n \leftarrow n + 1\)
6: \(\lambda \leftarrow 2^{n-n_S} \cdot \lambda_{\text{init}}\)
7: \(\mu \leftarrow [\lambda \theta]\)
8: if \(\nu_{bsf} > 0\) AND \(\text{mod}(n, 2) = 1\) then
9: \(T \leftarrow 0, \theta_r \leftarrow 20\)
10: else \(T \leftarrow 500, \theta_r \leftarrow 3\)
11: end if
12: if \(n > 2\) AND \(b_S < b_L\) then
13: \(\lambda_S \leftarrow [\lambda_{\text{init}} \left(\frac{1}{2}\lambda/\lambda_{\text{init}}\right) u(0,1)]\)
14: \(\mu_S \leftarrow [\lambda_S \theta]\)
15: \([y, f, \nu, \text{evals}] \leftarrow \text{eMag-ES}(\mu_S, \lambda_S, \sigma, T, \theta_r)\)
16: \(b_S \leftarrow b_S + \text{evals}\)
17: \(n_S \leftarrow n_S + 1\)
18: else
19: \([y, f, \nu, \text{evals}] \leftarrow \text{eMag-ES}(\mu, \lambda, \sigma, T, \theta_r)\)
20: \(b_L \leftarrow b_L + \text{evals}\)
21: end if
22: \(\text{budget}_{\text{used}} \leftarrow \text{budget}_{\text{used}} + \text{evals}\)
23: if \(y \leq_{\text{lex}} y_{bsf}\) then \(y_{bsf} \leftarrow y, f_{bsf} \leftarrow f, \nu_{bsf} \leftarrow \nu\)
24: end if
25: end while
26: return \([y_{bsf}, f_{bsf}, \nu_{bsf}]\)
```
Algorithm 2: Pseudo code of a modified version of eMAG-ES [9]. Modifications are highlighted by grey boxes.

1: Initialize: \( \mu, \lambda, T, u, p^0, \sigma^0 \leftarrow 1, M^0 \leftarrow I, g \leftarrow 0, \)
2: \( \sigma^0 \leftarrow \sigma_{\text{init}}, \sigma_{\text{max}} \leftarrow \max(\tilde{\gamma} - \tilde{y})/2 \)
3: for \( j \leftarrow 1; \lambda \) do \( \triangleright \) Sample initial population
4: \( y_j \leftarrow \tilde{y} + (\tilde{y} - \tilde{y}) \circ u(0,1) \)
5: \( P \leftarrow P \cup \{y_j \} \)
6: end for
7: \( \bar{\epsilon} \leftarrow \text{median} \left( \{\nu(y_k), k = 1, \ldots, \lambda\} \cdot \chi_{T>0} \text{ acc. to } \leq \text{fex} \right) \)
8: \( \text{evals} \leftarrow \lambda \)
9: \( y^{(0)} \leftarrow \sum_{i=1}^{\mu} w_i y^{(0)} \) according to \( \leq \epsilon \)
10: \( y_{\text{bfs}} \leftarrow y^{(0)} \)
11: repeat
12: \( M^{-1} \leftarrow \text{PseudoInverse}(M^{(g)}) \)
13: if PseudoInverse\( (M^{(g)}) \) fails then
14: \( M^{(g)} \leftarrow I, \quad p_{(g)} \leftarrow 1 \)
15: end if
16: for \( i \leftarrow 1; \lambda \) do \( \triangleright \) Create offspring population
17: \( z_i^{(g)} \leftarrow N(0, I) \)
18: \( d_i^{(g)} \leftarrow M^{-1} z_i^{(g)} \)
19: \( \hat{y} \leftarrow y^{(g)} + \sigma^{(g)} d_i^{(g)} \)
20: \( y_i^{(g)} \leftarrow \text{KeepRange}(\hat{y}) \)
21: \( \text{evals} \leftarrow \text{evals} + 1 \)
22: if \( \text{mod}(g, N) = 0 \) AND \( u(0,1) < \theta_p \) then \( h \leftarrow 1 \)
23: while \( h \leq \theta_t \) AND \( \nu(y^{(g)}) > 0 \) do \( h \leftarrow h + 1 \)
24: \( \hat{y} \leftarrow \text{GradientBasedRepair}(y^{(g)}) \)
25: \( y_i^{(g)} \leftarrow \text{KeepRange}(\hat{y}) \)
26: \( \text{evals} \leftarrow \text{evals} + N + 1 \)
27: end while
28: end if
29: if \( \hat{y} \neq y_i^{(g)} \) then
30: \( d_i^{(g)} \leftarrow (y_i^{(g)} - y^{(g)})/\sigma^{(g)} \)
31: \( z_i^{(g)} \leftarrow M^{-1} d_i^{(g)} \)
32: end if
33: end for
34: if \( y_i^{(g)} \leq y_{\text{bfs}} \) then \( y_{\text{bfs}} \leftarrow y_i^{(g)} \)
35: end if
36: \( y^{(g+1)} \leftarrow y^{(g)} + \sigma^{(g)} \sum_{i=1}^{\mu} w_i d_i^{(g)} \)
37: \( p^{(g+1)} \leftarrow (1 - c_\sigma) p^{(g)} + \sqrt{\mu_w c_\sigma (2 - c_\sigma)} \sum_{i=1}^{\mu} w_i z_i^{(g)} \)
38: \( M^{(g+1)} \leftarrow M^{(g)} + \frac{c_\sigma}{2} M^{(g)} \left( p^{(g)} (p^{(g)})^\top - I \right) \ldots \)
39: \( p^{(g+1)} \leftarrow \min \left( \sigma^{(g)} \exp \left[ \frac{z}{\epsilon} \right], \sigma_{\text{max}} \right) \)
40: if \( g < T \) AND \( FR_{\epsilon_{(g)} > \theta_{\text{FR}}} \) then
41: \( \epsilon^{(g+1)} \leftarrow \epsilon^{(g)} (1 - \frac{\epsilon}{\epsilon^{(g)}})^2 \)
42: else if \( g < T \) AND \( FR_{\epsilon_{(g)} \leq \theta_{\text{FR}}} \) then
43: \( \epsilon^{(g+1)} \leftarrow (1 + \theta_{\epsilon}) \epsilon^{(g)} \)
44: else \( \epsilon^{(g+1)} \leftarrow 0 \)
45: end if
46: \( g \leftarrow g + 1 \)
47: until termination in acc. with (TC1), (TC2), or (TC3)
48: return \( [y_{\text{bfs}}, f(y_{\text{bfs}}), \nu(y_{\text{bfs}}), \text{evals}] \)

i.e. \( z_{m;\lambda} \) and \( d_{m;\lambda} \), respectively.

The eMAG-ES adapts its search path \( p_{(g)} \) in line 37. \( \|p_{(g)}\| \) indicates whether the mutation strength \( \sigma^{(g)} \) should be decreased or increased in the next generation. The search path also contributes to the transformation matrix \( M^{(g)} \) update performed in line 38. The corresponding strategy parameters are chosen according to the recommendations in [8]. The mutation strength \( \sigma^{(g)} \) is then updated in line 39. It is bounded from above by the parameter \( \sigma_{\text{max}} \). Motivated by empirical observations, \( \sigma_{\text{max}} \) was set to a fixed value for the CEC 2018 competition in [9]. The modified eMAG-ES initially computes \( \sigma_{\text{max}} \) on the basis of the problem-specific box constraints in line 2 and thus omits additional parameter tuning.

Finally, the \( \epsilon^{(g)} \)-threshold is controlled in lines 40 to 45. The \( \epsilon^{(g)} \) control differs substantially from [9]. Instead of simply reducing the threshold towards zero, it includes a rule for raising the \( \epsilon \)-level. The idea to control \( \epsilon^{(g)} \) is inspired by [13], but tailored to ES characteristics and using less strategy parameters. That is, the \( \epsilon \)-level, i.e. the magnitude of constraint relaxation, is decreased as long as the ratio of \( \epsilon \)-feasible solutions \( FR_{\epsilon_{(g)}} \) in the parental population of size \( \mu \) exceeds a minimum value \( \theta_{\text{FR}} \). Otherwise, the current \( \epsilon \)-level is increased by a factor of \( 1 + \theta_{\epsilon} \) with the intention of giving the ES more flexibility to find better points through stronger relaxation. Still, after a predefined number of generations \( T \), the \( \epsilon \)-level is ultimately set to zero in late search phases. This control procedure adopts the accuracy with which the \( \leq \epsilon \) order relation distinguishes feasible from infeasible candidate solutions (see Eq. (6) below).

A. Constraint handling approaches

This subsection briefly recalls the constraint handling methods used in eMAG-ES and BP-eMAG-ES.

a) Treatment of box-constraints: The satisfaction of the box-constraints is ensured for every single candidate solution \( y \in \mathbb{R}^N \) prior to its evaluation. Regarding the upper and lower parameter bounds \( (\tilde{y}, \hat{y}) \in \mathbb{R}^N \) of the constrained function, each exceeding component \( i \in \{1, \ldots, N\} \) of \( y \) is reflected into the box according to

\[
y_i = \begin{cases} \hat{y}_i + \left( \frac{\tilde{y}_i - y_i}{\hat{y}_i - \tilde{y}_i} \right) \omega_i, & \text{if } y_i < \tilde{y}_i, \\
\hat{y}_i - \left( \frac{\tilde{y}_i - y_i}{\hat{y}_i - \tilde{y}_i} \right) \omega_i, & \text{if } y_i > \hat{y}_i,
\end{cases}
\]

with component-wise distance \( \omega_i = (\tilde{y}_i - \hat{y}_i) \) between \( \hat{y}_i \) and \( \tilde{y}_i \). In Alg. 2, the approach is denoted by \text{KeepRange}(.)

b) The \( \epsilon \)-level ordering: The selection operator within ES needs to rank the generated offspring individuals of a single generation. In that regard, feasible solutions are considered superior to infeasible solutions. The usual lexicographic ordering primarily ranks two candidate solutions according to their constraint violations and secondly with respect to their objective function values.

Except in line 7, the eMAG-ES uses another ordering relation: the \( \epsilon \)-level ordering introduced by [15]. It represents a relaxation that enables the ES to treat infeasible candidate solutions.
solutions with constraint violation below a specific $\epsilon^{(g)}$ level as feasible. A candidate solution $y$ is called $\epsilon$-feasible, if its constraint violation $\nu(y)$ does not exceed the $\epsilon^{(g)}$ threshold in generation $g$. Originally, the $\epsilon^{(g)}$ level is continuously reduced to zero with the number of generations. Hence, the strategy is able to move outside the feasible region within the early phase of the search which can potentially support the convergence to the optimizer $y^*$. Conversely, the search outside the feasible region might misdirect the algorithm in case of objective functions that are monotonic in at least one axial direction [5].

Consider two candidate solutions of problem (1), $y_i, y_j \in \mathbb{R}^N$ and $y_1 \in \mathbb{R}^N$, as well as their corresponding pairs of objective function and constraint violation values $(f_i, \nu_i) = (f(y_i), \nu(y_i))$, and $(f_j, \nu_j)$, respectively. The $\epsilon$-level order relation denoted by $\leq_\epsilon$ is then defined by

$$y_i \leq_\epsilon y_j \Leftrightarrow \begin{cases} f_i \leq f_j, & \text{if } \nu_i \leq \epsilon^{(g)} \land \nu_j \leq \epsilon^{(g)}; \\ f_i \leq f_j, & \text{if } \nu_i < \nu_j, \\ \nu_i < \nu_j, & \text{otherwise.} \end{cases}$$

Hence, candidate solutions are compared according to the following criteria: Two $\epsilon$-feasible solutions are ranked with respect to their objective function values. Two $\epsilon$-infeasible solutions are ordered on the basis of their constraint violations. Ties are resolved by considering the objective function values.

In line 7 of Alg. 2, $\epsilon^{(0)}$ is determined as the median constraint violation of the initial population. During the search, it is adjusted with each generation until it is set to zero after a fixed number of generations $T$. For $\epsilon \equiv 0$, the $\epsilon$ level ordering equals the lexicographic ordering which is denoted by $\leq_{\text{lex}}$.

c) Gradient-based repair: In addition to $\epsilon$-level order relation, the $\epsilon$MAG-ES erratically repairs infeasible candidate solutions based on the gradient of the constraint functions. In these situations, the Jacobian is approximated by use of finite differences. The consumed function evaluations have to be accounted properly. If the correction is not resulting in a feasible solution, the gradient-based repair step is repeated at most $\theta_\epsilon$ times. In case the strategy cannot find a feasible solution after $\theta_\epsilon$ repair steps, the last infeasible candidate solution is considered as the new offspring candidate solution. A detailed description of the repair approach is provided in [9].

IV. EXPERIMENTS

This section recaps the experimental setup and provides the parameter settings used by BP-$\epsilon$MAG-ES, Alg. 1. All experiments are carried out in accordance with the specifications of the CEC competition provided in [7]. Consequently, the algorithm executes 25 independent runs on each constrained real-world problem $i \in \{1, \ldots, 57\}$. During the runs, equality constraints are considered to be satisfied if the absolute deviation is below the error margin of $\delta = 10^{-4}$, cf. Eq. (4). To

\begin{table}[h]
\centering
\caption{PC CONFIGURATION AND ALGORITHM COMPLEXITY}
\begin{tabular}{|c|c|c|c|}
\hline
Algorithm & $T1(s)$ & $T2(s)$ & $(T2 - T1)/T1$ \\
\hline
BP-$\epsilon$MAG-ES & 10.39 & 15.13 & 0.46 \\
\hline
\end{tabular}
\end{table}

\begin{flushright}
fully provide the required statistics, the algorithm returns the objective function and constrained violation (2) values of the best candidate solution found after having consumed $100\%$ of the allowed budget of function evaluation. The $\epsilon$MAG-ES uses the standard parameters recommended for the MA-ES in [8]. The recombination weights are

$$w_i = \frac{\ln(\mu + 0.5) - \ln i}{\sum_{j=1}^{\mu}(\ln(\mu + 0.5) - \ln j)} \text{ for } i \in \{1, \ldots, \mu\}$$

and the corresponding effective population size is given as

$$\mu_w = 1/\left(\sum_{i=1}^{\mu} w_i^2\right).$$

The learning rates of the mutation strength, the search path, and the transformation matrix update are

$$c_\sigma = \frac{\mu_w + 2}{N + \mu_w + 5}, \quad c_1 = \frac{2}{(N + 1.3)^2 + \mu_w}, \quad \text{and} \quad c_\mu = \min\left[1 - c_1, \frac{2(\mu_w - 2 + 1/\mu_w)}{(N + 2)^2 + \mu_w}\right]$$

In contrast to [9], the initial population size parameters $\lambda = 4 + 3\log(N)$ and $\mu = \lceil\lambda \theta\rceil$ with $\theta = 1/3$ are considered in this paper. This choice is motivated by the investigations in [10] and by the use of the restart scheme that gradually elevates the population in one of the branches.

Except for the cases specified in line 8, Alg. 1, the $\epsilon$-threshold of $\leq_\epsilon$ is adopted during the first $T = 500$ generations using $\theta_\text{fr} = 0.2$ and $\theta_\epsilon = 0.1$, see lines 40–45 of Alg. 2. The gradient-based repair is applied at most $\theta_\epsilon = 3$ times with probability $\theta_p = 0.2$ every $N$th generation. As initial mutation strength $\sigma_{\text{init}} = 1$ is used in the BP-$\epsilon$MAG-ES.

V. RESULTS

As requested in [7], information on the PC configuration and the measured computational complexity of the BP-$\epsilon$MAG-ES are presented in Table I. There, $T1$ represents the computation time of $10^5$ objective function evaluations of a single candidate solution averaged over all 57 test functions. On the other hand, $T2$ refers to the average computation time needed by the complete BP-$\epsilon$MAG-ES for $10^5$ function evaluations. The algorithm complexity is identified with the relative difference $(T2 - T1)/T1$ of these quantities.

The final performance statistics of the BP-$\epsilon$MAG-ES on the constrained real-world benchmarks [6] for the CEC 2020 competition are presented in Tables II to V. Each table displays the final results after having consumed $100\%$ of the function evaluations budget. They have been experimentally obtained in 25 independent algorithm runs on all 57 constrained real-world problems. The detailed results, i.e. measured in steps
of 10% of the total budget, are submitted to the CEC 2020 competition in electronic form.

The performance statistics involve the objective function values $f$ and the constraint violation values $\nu$ of the best, median, and worst candidate solutions found in all 25 independent algorithm runs on each single constrained real-world problem. Hence, the final best-found solutions are lexicographically ranked, i.e., primarily according to their constrained violations, and secondly with respect to their objective function values.

The mean objective function value and the mean constraint violation are also displayed together with the corresponding standard deviations. In addition, the tables give information on the feasibility rate $FR$ and on the tuple $c$. The former ($FR$) is obtained as the ratio of the number of algorithm runs in which at least one feasible solution is found and the total number of algorithm runs. The latter provides a triplet the number of unsatisfied constraints with constraint violation larger than 1, in between 1 and $10^{-2}$, and below $10^{-2}$, respectively.

The BP-$\epsilon$MAg-ES found feasible solutions on 50 of 57 constrained real-world problems. A feasible median solution could be computed in 49 cases. A feasibility rate of $FR = 100\%$ was obtained on 44 benchmark problems. Only on seven problems, no feasible solution was found at all. That is, problems RC07, RC51, RC52, and RC54 to RC57 present the biggest challenge for the BP-$\epsilon$MAg-ES among the constrained real-world benchmarks. On five problems (RC25, RC35, RC36, RC45, and RC50) the BP-$\epsilon$MAg-ES even improves the best-known feasible solution (see Table 3 in [6]).

Comparing the BP-$\epsilon$MAg-ES results to the results of the original $\epsilon$MAg-ES provided in [6], one observes reasonable performance improvements in terms of an increased feasibility rate or mean objective function values on 22 constrained problems, e.g., RC02, RC06, or problems RC35 to RC40. On another 26 problems the performances of both approaches are comparable. The results on the remaining 9 benchmark functions reveal slight performance degradations of the BP-$\epsilon$MAg-ES over the original $\epsilon$MAg-ES approach without restarts. In comparison with the two Differential Evolution (DE) variants displayed in [6], the BP-$\epsilon$MAg-ES is able to realize improvements on 24 real-world benchmarks.

VI. DISCUSSION

The paper introduces an advancement of the $\epsilon$MAg Evolution Strategy designed for the CEC 2020 competition on constrained real-world optimization problems. The BP-$\epsilon$MAg-ES combines the Matrix Adaptation Evolution Strategy for unconstrained optimization with well-known constraint handling techniques and a restart scheme capable of efficiently using the total budget of function evaluations. The approach exhibits great performance on most of the test problems. The BP-$\epsilon$MAg-ES realizes a feasibility rate of 100% on 44 real-world problems. Only 7 problems could never be solved satisfactorily. That represents an improvement over the algorithms tested in [6] including the original $\epsilon$MAg-ES version [9]. Many of the $\epsilon$MAg-ES results could be substantiated or even refined. The BiPop approach manages to find feasible solutions more regularly and reduces the scattering of the results over the 25 algorithm runs. Further investigations will be concerned with the evaluation of the impact of the termination conditions on the performance. Premature abortion due to (TC2) may considerably affect the effectiveness. Hence, the best termination criteria still need to be determined. Also, questions regarding the sensitivity to other parameter settings will have to be answered in a more detailed study. While BP-$\epsilon$MAg-ES always assumes a black-box setting, the competition allows to treat the constraints as white box [7]. Hence, utilizing constraint information may offer further room for improvements.

REFERENCES


Table II
Final performance statistics over 25 independent algorithm runs on the Industrial Chemical Process (RC01–RC07) and on the Process Synthesis & Design (RC08–RC14) problems:

<table>
<thead>
<tr>
<th>Problem</th>
<th>RC01</th>
<th>RC02</th>
<th>RC03</th>
</tr>
</thead>
<tbody>
<tr>
<td>Best</td>
<td>$f$</td>
<td>1.8932E+02</td>
<td>7.0490E+03</td>
</tr>
<tr>
<td>Median</td>
<td>$f$</td>
<td>1.8932E+02</td>
<td>7.0490E+03</td>
</tr>
<tr>
<td>Mean</td>
<td>$f$</td>
<td>1.8932E+02</td>
<td>7.0490E+03</td>
</tr>
<tr>
<td>Worst</td>
<td>$f$</td>
<td>1.8932E+02</td>
<td>7.0490E+03</td>
</tr>
<tr>
<td>Std</td>
<td>$f$</td>
<td>1.8932E+02</td>
<td>7.0490E+03</td>
</tr>
<tr>
<td>c</td>
<td>(0,0,0)</td>
<td>(0,0,0)</td>
<td>(0,0,0)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Problem</th>
<th>RC04</th>
<th>RC05</th>
<th>RC06</th>
</tr>
</thead>
<tbody>
<tr>
<td>Best</td>
<td>$f$</td>
<td>3.8792E-01</td>
<td>3.5674E+02</td>
</tr>
<tr>
<td>Median</td>
<td>$f$</td>
<td>3.8792E-01</td>
<td>3.5674E+02</td>
</tr>
<tr>
<td>Mean</td>
<td>$f$</td>
<td>3.8792E-01</td>
<td>3.5674E+02</td>
</tr>
<tr>
<td>Worst</td>
<td>$f$</td>
<td>3.8792E-01</td>
<td>3.5674E+02</td>
</tr>
<tr>
<td>Std</td>
<td>$f$</td>
<td>3.8792E-01</td>
<td>3.5674E+02</td>
</tr>
<tr>
<td>c</td>
<td>(0,0,0)</td>
<td>(0,0,0)</td>
<td>(0,0,0)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Problem</th>
<th>RC07</th>
<th>RC08</th>
<th>RC09</th>
</tr>
</thead>
<tbody>
<tr>
<td>Best</td>
<td>$f$</td>
<td>1.9630E+00</td>
<td>2.0000E+00</td>
</tr>
<tr>
<td>Median</td>
<td>$f$</td>
<td>1.9630E+00</td>
<td>2.0000E+00</td>
</tr>
<tr>
<td>Mean</td>
<td>$f$</td>
<td>1.9630E+00</td>
<td>2.0000E+00</td>
</tr>
<tr>
<td>Worst</td>
<td>$f$</td>
<td>1.9630E+00</td>
<td>2.0000E+00</td>
</tr>
<tr>
<td>Std</td>
<td>$f$</td>
<td>1.9630E+00</td>
<td>2.0000E+00</td>
</tr>
<tr>
<td>c</td>
<td>(0,0,0)</td>
<td>(0,0,0)</td>
<td>(0,0,0)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Problem</th>
<th>RC10</th>
<th>RC11</th>
<th>RC12</th>
</tr>
</thead>
<tbody>
<tr>
<td>Best</td>
<td>$f$</td>
<td>1.0765E+00</td>
<td>1.0276E+02</td>
</tr>
<tr>
<td>Median</td>
<td>$f$</td>
<td>1.0765E+00</td>
<td>1.0276E+02</td>
</tr>
<tr>
<td>Mean</td>
<td>$f$</td>
<td>1.0765E+00</td>
<td>1.0276E+02</td>
</tr>
<tr>
<td>Worst</td>
<td>$f$</td>
<td>1.0765E+00</td>
<td>1.0276E+02</td>
</tr>
<tr>
<td>Std</td>
<td>$f$</td>
<td>1.0765E+00</td>
<td>1.0276E+02</td>
</tr>
<tr>
<td>c</td>
<td>(0,0,0)</td>
<td>(0,0,0)</td>
<td>(0,0,0)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Problem</th>
<th>RC13</th>
<th>RC14</th>
</tr>
</thead>
<tbody>
<tr>
<td>Best</td>
<td>$f$</td>
<td>2.6887E+04</td>
</tr>
<tr>
<td>Median</td>
<td>$f$</td>
<td>2.6887E+04</td>
</tr>
<tr>
<td>Mean</td>
<td>$f$</td>
<td>2.6887E+04</td>
</tr>
<tr>
<td>Worst</td>
<td>$f$</td>
<td>2.6887E+04</td>
</tr>
<tr>
<td>Std</td>
<td>$f$</td>
<td>1.1396E-11</td>
</tr>
<tr>
<td>c</td>
<td>(0,0,0)</td>
<td>(0,0,0)</td>
</tr>
</tbody>
</table>

Table III
Final performance statistics over 25 independent algorithm runs on the Mechanical Engineering Problems (RC15–RC29). For the results on RC30–RC33 refer to Table IV.
### Table IV

<table>
<thead>
<tr>
<th>Problem</th>
<th>RC30</th>
<th>RC31</th>
<th>RC32</th>
</tr>
</thead>
<tbody>
<tr>
<td>Best f</td>
<td>2.6139E+00</td>
<td>0</td>
<td>-3.066E+04</td>
</tr>
<tr>
<td>Median f</td>
<td>2.6139E+00</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Mean f</td>
<td>2.6139E+00</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Worst f</td>
<td>1.036E+03</td>
<td>0</td>
<td>3.713E+01</td>
</tr>
<tr>
<td>Std f</td>
<td>(0.0,0)</td>
<td>(0.0,0)</td>
<td>(0.0,0)</td>
</tr>
<tr>
<td>FR c</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
</tbody>
</table>

### Table V

<table>
<thead>
<tr>
<th>Problem</th>
<th>RC45</th>
<th>RC46</th>
<th>RC47</th>
</tr>
</thead>
<tbody>
<tr>
<td>Best f</td>
<td>3.6065E-02</td>
<td>2.3592E-02</td>
<td>1.1408E-02</td>
</tr>
<tr>
<td>Median f</td>
<td>3.9192E-02</td>
<td>5.1184E-02</td>
<td>2.7252E-02</td>
</tr>
<tr>
<td>Mean f</td>
<td>4.6045E-02</td>
<td>5.3646E-02</td>
<td>2.5364E-02</td>
</tr>
<tr>
<td>Worst f</td>
<td>1.0110E+01</td>
<td>6.3935E-02</td>
<td>3.4569E-02</td>
</tr>
<tr>
<td>Std f</td>
<td>(0.0,0)</td>
<td>(0.0,0)</td>
<td>(0.0,0)</td>
</tr>
<tr>
<td>FR c</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
</tbody>
</table>