
BSOGCN: Brain Storm Optimization Graph
Convolutional Networks Based Heterogeneous

Information Networks Embedding
Liang Qu, Huaisheng Zhu

Department of Computer Science and Engineering
Southern University of Science and Technology

Shenzhen, China
{qul,11611725}@mail.sustech.edu.cn

Yuhui Shi*
Department of Computer Science and Engineering

Southern University of Science and Technology
Shenzhen, China

shiyh@sustech.edu.cn

Abstract—Recently, Graph Convolutional Networks (GCNs)
have shown great potential in the field of graph embedding.
They map the nodes of the graph into the low dimensional
vectors by aggregating the neighbor nodes’ features information.
However, most existing GCNs only focus on the homogeneous
information networks instead of the heterogeneous information
networks (HINs) with multiple types of nodes which are more
common in the real world. Because the different types of neighbor
nodes could have different impacts on the target nodes, it is
difficult to manually design a proper neighbor nodes’ features
information aggregating weights. To address this problem, we
propose a novel HINs embedding algorithm based on the brain
storm optimization (BSO) algorithm and the graph convolutional
network (GCN), called BSOGCN, which utilizes BSO to optimize
the neighbor nodes’ features information aggregating weights.
It can be applied to the various HINs under various scenarios
without any prior knowledge. The proposed method has been
evaluated on both inductive and transductive node multi-class
classification tasks on three real-world HINs datasets. The exper-
imental results demonstrate that BSOGCN is competitive against
other state-of-the-art methods.

Index Terms—graph embedding, graph convolutional net-
works, heterogeneous information networks, brain storm opti-
mization.

I. INTRODUCTION

Heterogeneous information networks (HINs) with multiple
types of nodes or edges are ubiquitous in many real-world
problems [1], [2], such as academic citation networks con-
sisting of paper nodes, author nodes and venue nodes; movie
rating networks consisting of movie nodes and people nodes;
and business review networks consisting of business nodes
and customer nodes. There are many networks information
mining tasks aiming to mine valuable information from these
HINs, such as node classification [3], node clustering [4],
link prediction [5], [6], community detection [7] and so on.
To address these problems, recently, many graph embedding
algorithms [8] are proposed to map the nodes of the graph into
the low dimensional vectors and preserve the graph structural
and semantic information as much as possible. The vectors
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Fig. 1. A simple example that using GNNs model classifies movie genre in
a heterogeneous movie network.

can be utilized as the nodes’ features, and are input into the
off-the-shelf algorithms related to the downstream tasks.

The early graph embedding algorithms are studied as the
dimension reduction problem, such as principal component
analysis (PCA) [9], multidimensional scaling (MDS) [10],
Isomap [11] and local linear embeddings (LLE) [12]. These
methods aim to preserve the pairwise node proximity informa-
tion, however, difficult to generalize to large scale graphs be-
cause of expensive computation. Inspired by the success of the
neural language model such as Skip-gram [13] on the words
representation learning problem, methods like DeepWalk [14],
node2vec [15] and metapath2vec [16] are proposed. They use
various random walk based node sampling strategies to obtain
the paths of the graphs, and derive the node embeddings
by the Skip-gram [13]. However, these methods suffer from
drawbacks that 1) they only preserve the graph topology
information and cannot utilize the graph semantic information
such as node attributes and labels; 2) they cannot efficiently
obtain the embeddings for the new coming nodes. Recently,
to overcome the above problems, the GCNs [17] models are
proposed, they obtain the node embeddings by aggregating
the local neighbor nodes’ features (attributes) information and
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can directly obtain the new coming node embeddings because
of weights sharing mechanism. However, most existing GCNs
methods treat the different types of neighbor nodes equally,
which is not suitable for the HINs. Because various types of
neighbor nodes may have different impact on the target nodes.

For example, as shown in the Figure 1, for a heterogeneous
movie information network consisting of of 6 types of nodes
(i.e. Movies(M), Users(U), Tags(T), Directors(D), Actors(A)
and Countries(C).) and 5 types of edges (M-A, M-C, M-
D, M-T and M-U.), the goal is to obtain the movie node’s
embedding vector and classify its movie genre. Most existing
GCNs aggregate 6 types of neighbor nodes with same weights,
however, for a node classification task (e.g. predicting the
movie genre), intuitively, the tag nodes may have larger impact
on movie node than other types of nodes. Thus, it should
assign the different weights to the different types of nodes
during the neighbor nodes aggregating process.

To address the aforementioned problem, we propose a novel
HINs embedding algorithm based on BSO [18] and GCN [3],
called BSOGCN, which utilizes BSO to optimize the neighbor
nodes aggregating weights.

The contributions of this paper are summarized as follows:
• To address the existing GCNs failing to effectively deal

with HINs embedding problems, a novel HINs em-
bedding algorithm BSOGCN is proposed. It has three
advantages comparing with the traditional HINs embed-
ding algorithms. Inductive: BSOGCN can effectively ob-
tain the new coming node embeddings; Heterogeneous:
BSOGCN can learn the different types of neighbor nodes
aggregating weights for HINs under various scenarios.
Parallel: BSOGCN is easy to parallelize.

• The proposed algorithm BSOGCN is validated on three
real-world HINs datasets for both inductive and transduc-
tive node multi-class classification task. The experimental
results show that the proposed method is competitive
against other state-of-the-art methods.

The rest of the paper is organized as follows: Section 2
introduces the related works; Section 3 provides the basic
definitions about the research problem; Section 4 gives a
detailed introduction of the proposed method; the experimental
setting and results are provided in Section 5 followed by a
conclusion and future works in Section 6.

II. RELATED WORK

In this section, we will introduce some related works
about the BSOGCN, including the homogeneous information
networks embedding methods (i.e. DeepWalk [14], Node2vec
[15], GCN [3] and Graph Attention Network (GAT) [19].) and
the heterogeneous information networks embedding methods
(i.e. metapath2vec [16], HIN2vec [20], and GraphInception
[21].)

A. Homogeneous Information Networks Embedding

DeepWalk [14] and Node2vec [15] are the representative
homogeneous information networks embedding algorithms,
they combine Skip-Gram [13] and random walk based nodes

sampling strategies to obtain node embeddings. However, they
cannot be applied to the HINs and efficiently deal with the new
coming nodes.

GCN [3] and GAT [19] are representative GCNs based
homogeneous information networks embedding methods, and
they can efficiently obtain the new coming node embeddings.
Both of them obtain node embeddings by aggregating neighbor
nodes’ features. GCN [3] assigns the same aggregating weights
to the neighbor nodes’ features, which cannot discriminate
the importance of different types of nodes in HINs. GAT
[19] utilizes the attention mechanism to discriminates the
importance of different types of nodes. Similar to BSOGCN,
it also learn the aggregating weights of the neighbor nodes’
features. However, it utilizes the gradient based optimization
method to optimize the weights, which is easy to fall into local
optimum.

B. Heterogeneous Information Networks Embedding

To learn the node embeddings in HINs, metapath2vec [16]
and HIN2vec [20] utilize the metapaths [2] based node sam-
pling strategies. They sample nodes according to the prede-
fined metapaths, which can simultaneously capture network’s
structural and semantic information. However, the designs of
metapaths highly rely on the human’s prior knowledge, which
cannot effectively generalize to the various scenarios HINs.
Furthermore, they also cannot efficiently deal with the new
coming nodes.

GraphInception [21] integrates the metapaths into the GCN
to obtain the node embeddings in HINs. It utilizes metapaths
to transform HINs to some homogeneous subgraphs and then
do a collective node embeddings. However, the designs of
metapaths also relies on the human’s prior knowledge.

III. PRELIMINARIES

In this section, we will provide the necessary definitions
of the research probelm, including HINs and the network
embedding.

In the real world, many networks consist of the multiple
types of nodes and/or edges, and we call such networks as
Heterogeneous Information Networks (HINs) [1]. Figure 1.(a)
provides a simple heterogeneous movie information network
which consists of 6 types nodes (i.e. Movies(M), Users(U),
Tags(T), Directors(D), Actors(A) and Countries(C).) and 5
types edges (M-A, M-C, M-D, M-T and M-U.)

Definition 1: Heterogeneous Information Networks can be
modelled as the graph G = (V,E,X, Tv, Te), where vi ∈ V ,
ei,j ∈ E are the nodes and edges connecting two nodes vi
and vj in the graph respectively. X ∈ Rn×f is node feature
matrix, where n is the number of nodes and f is the dimension
of node features. Tv and Te are the types of nodes/edges sets
respectively.

Definition 2: Network Embedding aims to map the node
vi ∈ V in the graph G = (V,E,X, Tv, Te) into a low
dimensional vector hi ∈ R1×d, where d is the dimension of
the node embedding vector.
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Fig. 2. The architecture of BSOGCN. Blue represents the neighbor nodes, and red represents the target nodes. Nodes with different shapes represent the
different types of nodes. ~hn represents the neighbor nodes’ feature vector, ~ht represents the target nodes’ feature vector. ~α represents the neighbor nodes
aggregating weights. ζ and ξ represent the aggregator and downstream tasks related evaluation metric (i.e. evaluator) respectively.

IV. BSOGCN

In this section, we will introduce the proposed graph
embedding algorithm BSOGCN and the notations used in
this paper are summarized in Table I. BSOGCN aims to
address the problem that most existing GCNs [17] cannot well
discriminate the importance of the different types of nodes
in neighbor nodes feature aggregating process for HINs. The
key idea of BSOGCN is to assign different neighbor nodes
aggregating weights ~α to each neighbor node to discriminate
the importance of the different types of nodes, and use BSO
[18] algorithm to optimize ~α.

Figure 2 provides the architecture of BSOGCN. We will
use a single BSOGCN unit (i.e. an arbitrary individual of the
population in Figure 2.) to introduce BSOGCN. The input of
BSOGCN is a HIN G = (V,E,X, Tv, Te) and the outputs
are node embeddings H ∈ Rn×d, where n is the number of
nodes and d is the dimension of node embedding. Specifically,
the i-th node embedding vector ~hki at k-th generation can be
updated as equation (1):

~hk
i = ReLU(ζ(~αk−1

i , Hk−1,W k−1)) (1)

where ReLU [22] is the nonlinear activation function, ζ
is the neighbor node aggregating function (i.e. aggregator),
~αk−1
i is the neighbor node aggregating weights vector of i-th

node at k − 1-th generation, Hk−1 and W k−1 are the node
embeddings matrix and the parameters matrix of GCN at k−1-

th generation respectively, and H0 = X . The aggregator ζ is
defined as equation (2):

ζ(~αk−1
i , Hk−1,W k−1) = softmax(Ai◦~αk−1

i )·Hk−1 ·W k−1 (2)

where softmax is the normalization function defined as
equation (3) and Ai is the i-th node adjacent vector.

softmax(Z) =
exp(zi)∑Z
i exp(zi)

(3)

The obtained node embeddings are utilized as the new node
feature vectors which are input into the downstream tasks
related evaluator ξ (e.g. the softmax function for node multi-
class classification task). Thus, the parameters W of GCN can
be trained using the gradient descent (e.g. Stochastic Gradient
Descent (SGD) [23]) with the cross-entropy loss function L
defined as equation (4).

L = −
M∑
c=1

yclog(softmax( ~hc)) (4)

where M is the number of trained nodes and yc is the
node label. L can also be utilized as the fitness function for
BSO algorithm to generate the new neighbor node aggregating
weight vectors ~αk

i for i-th node at k-th generation as equation
(5):

~αk
i = ~αk−1

i + rand() (5)

where rand() is a random function to generate uniformly
distributed random numbers in the range [0, 1). The procedure
of BSOGCN is given in Algorithm 1.



TABLE I
THE NOTATIONS USED IN THIS PAPER.

Notations Descriptions
G The heterogeneous information network
V The nodes set

vi ∈ V The i-th node in nodes set V
E The edges set
eij The edge connecting i-th node and j-th node

X ∈ Rn×f The node features matrix
~xi ∈ R1×f The i-th node features vector

Tv The types of nodes set
Te The types of edges set
n The number of nodes
f The dimension of node features

H ∈ Rn×d The node embeddings matrix
~hi ∈ R1×d The i-th node embedding vector

d The dimension of node embeddings
p The population size

A ∈ Rn×n The adjacent matrix of G
Ai ∈ R1×n The i-th node adjacent vector
~hn ∈ R1×n The neighbor node embedding vector
~ht ∈ R1×n The target node embedding vector
~α ∈ R1×n The neighbor node aggregating weights vector

ζ aggregator
ξ The downstream task related evaluation metric

N(vi) The neighbor nodes set of i-th node
◦ The hadamard product
W The parameters of GCN

Algorithm 1 The procedure of BSOGCN
Input: :

A HIN G = (V,E,X, Tv, Te)
Output: :

Node embedding matrix H ∈ Rn×d

1: H0 = X;
2: Randomly initialize the node aggregating weights ~α for

all nodes;
3: Randomly initialize the parameters W of GCN;
4: for k=1...K do
5: for vi ∈ V do
6: ~hki ← ReLU (ζ(~αk−1

i , Hk−1,W k−1))
7: end for
8: Lk ←-

∑M
c=1 yclog(softmax(

~hc))
9: W k ←SGD(Lk, Wk−1)

10: ~αk ←BSO(Lk, ~αk−1))
11: end for

V. EXPERIMENTS

For validating the performance of BSOGCN, we conduct
experiments on three real-world HINs datasets under various
scenarios on node multi-class classification task with both
inductive and transductive setting. The rest of this section will
introduce the more detailed information about the datasets,
the comparison algorithms, the experimental setting, and the
results.

A. Dataset

The statistic information of the HINs datasets has been
summarized in Table II.

TABLE II
THE STATISTIC INFORMATION OF THE HINS DATASETS

Datasets Nodes Edges Label

DBLP
Author(A): 10454

Paper(P): 6980
Venue(V): 75

A-A: 12152
A-P: 14150
A-V: 12940

P-P: 845
P-V: 6980

7

YELP

User(U): 20000
Business(B): 16216
Category(C): 460

City(T): 10
Compliment(P): 11

U-U: 519960
U-P: 107297
U-B: 538274
B-T: 16216
B-C: 53206

10

Hetrec2011-
moveilens (HM)

Movie(M): 10197
User(U): 2113
Tag(T): 5297

Director(D): 4060
Actor(A): 10000
Country(C): 72

M-A: 103372
M-C: 10197
M-D: 10155
M-T: 51795

M-U: 855598

19

• DBLP Dataset: DBLP [24] is a bibliographic information
network dataset which consists of the three types of
nodes (i.e. the Author (A) node, the Paper (P) node and
the Venue (V) node) and the five types of edges (i.e.
A-A, A-P, A-V, P-P and P-V). We extract the papers
published from 2009 to 2013 year in 7 research fields on
13 conferences1. For each paper node, we use Word2vec
[25] to transform its abstract into the 300 dimensional
feature vector. The features of other types of nodes are
initialized randomly with the same dimension as the paper
nodes.

• YELP Dataset: YELP2 is a business review information
dataset which consists of the five types of nodes (i.e. the
User (U) node, the Business (B) node, the Category (A)
node, the City (C) node and the Compliment (P) node)
and the five types of edges (i.e. U-U, U-P, U-B, B-C
and B-A). We select the business nodes from the top 10
cities with the most restaurants and use their cuisines3

as their labels. The features of the business nodes are
the bag-of-words vectors with 1000 words extracted from
the business name. The features of other types of nodes
are initialized randomly with the same dimension as the
business nodes.

• HM Dataset: HM4 is a movie information network
dataset based on MovieLens, IMDb5 and Rotten Toma-

113 conferences are ”ICDE”,”SIGMOD”,”KDD”,”ICDM”,
”IJCAI”,”ICML”,”CVPR”,”ICCV”,”SODA”,”ACL”,”EMNLP”,
”COLING”,”SOSP”, which belong to 7 research fields including
DB,DM,AI,NLP,CV,OS,CT

2https://www.yelp.com/dataset/challenge
3We select the restaurants with only one cuisine, and the cuisines include

”American”, ”Greek”, ”Mexican”, ”Italian”, ”Chinese”, ”Japanese”, ”Thai”,
”Indian”, ”Canadian”, ”Meddle Eastern”.

4http://www.grouplens.org
5http://www.imdb.com



TABLE III
THE TRANSDUCTIVE NODES MULTI-CLASS CLASSIFICATION RESULTS ON YELP DATASET

Yelp Algorithms 10% 20% 30% 40% 50% 60% 70% 80% 90%

Micro-f1

LR 0.1318 0.1399 0.1473 0.1468 0.1508 0.1505 0.1680 0.1646 0.1504
GCN 0.0999 0.1268 0.1521 0.0988 0.1407 0.2355 0.2483 0.2272 0.2577
GAT 0.5035 0.5060 0.5041 0.4654 0.5054 0.5067 0.5067 0.5059 0.4988

BSOGCN 0.5070 0.5075 0.5082 0.5091 0.5091 0.5084 0.5079 0.5065 0.5043

Macro-f1

LR 0.0108 0.0161 0.0110 0.0139 0.0173 0.0165 0.0137 0.0187 0.0153
GCN 0.0476 0.0572 0.0576 0.0464 0.0576 0.0736 0.0719 0.0663 0.0743
GAT 0.0673 0.0673 0.0674 0.0675 0.0675 0.0674 0.0674 0.0672 0.0745

BSOGCN 0.0681 0.0676 0.0683 0.0730 0.0685 0.0674 0.0676 0.0672 0.0685

TABLE IV
THE TRANSDUCTIVE NODES MULTI-CLASS CLASSIFICATION RESULTS ON HETREC2011-MOVIELENS DATASET

HM Algorithms 10% 20% 30% 40% 50% 60% 70% 80% 90%

Micro-f1

LR 0.3449 0.3570 0.3723 0.3708 0.3798 0.3764 0.3775 0.3804 0.3919
GCN 0.2603 0.4214 0.2996 0.4856 0.4771 0.4670 0.4740 0.4764 0.4812
GAT 0.2274 0.2147 0.2215 0.2392 0.3317 0.4105 0.4677 0.4912 0.4892

BSOGCN 0.4683 0.4981 0.4977 0.4933 0.4981 0.4966 0.4659 0.4832 0.4892

Macro-f1

LR 0.0112 0.0164 0.0107 0.0118 0.0160 0.0174 0.0197 0.0106 0.0140
GCN 0.0375 0.0469 0.0424 0.0429 0.0412 0.0486 0.0435 0.0479 0.0482
GAT 0.0249 0.0237 0.0270 0.0319 0.0440 0.0504 0.0472 0.0475 0.0472

BSOGCN 0.0414 0.0395 0.0404 0.0409 0.0401 0.0438 0.0483 0.0512 0.0506

TABLE V
THE INDUCTIVE NODES MULTI-CLASS CLASSIFICATION RESULTS ON DBLP DATASET.

DBLP Algorithms 1@4 2@3 3@2 4@1

Micro-f1

LR 0.1321 0.1317 0.1344 0.1402
GCN 0.4157 0.3557 0.3996 0.3944
GAT 0.1459 0.1423 0.1331 0.1371

BSOGCN 0.3710 0.3692 0.4250 0.4309

Macro-f1

LR 0.0245 0.0256 0.0211 0.0298
GCN 0.0954 0.1042 0.1040 0.1121
GAT 0.0808 0.0797 0.0789 0.0819

BSOGCN 0.1051 0.0917 0.0935 0.0986

toes movie review system6. It consists of six types of
nodes (i.e. the Movie (M) node, the User(U) node, the
Tag(T) node, the Director(D) node, the Actor(A) node
and the Country(C) node) and the five types of edges (i.e.
M-A, M-C, M-D, M-T and M-U). The movies with only
one genre(label) are extracted as training/testing nodes.
The features of the movie nodes are the bag-of-words
vectors with 1000 words extracted from the movies’
title. The features of other types of nodes are initialized
randomly with the same dimension as the movie nodes.

B. Comparison Algorithms

• Logistic Regression (LR): LR the baseline algorithm
which directly use the original feature vectors of the
nodes to train and test.

• GCN: GCN [3] is the original graph convolutional based
method which assigns the same aggregating weights
to the neighbor nodes, which cannot discriminate the
importance of different types of nodes in HINs.

6http://www.rottentomatoes.com

• GAT: GAT [19] has the similar idea with the pro-
posed method, and it utilizes the attention mechanism
to discriminates the importance of different types of
nodes. However, it utilizes the gradient based optimiza-
tion method to optimize the aggregating weights.

C. Experimental Setting

The performance of the proposed method BSOGCN’s is
evaluated on the three nodes multi-class classification tasks for
both inductive and transductive setting. All the experiments
have been repeated 10 times and use average Micro-f1 and
Macro-f1 scores as the evaluation metric.

The Yelp and HM datasets are utilized for the transductive
node multi-class classification tasks. The business nodes and
the movie nodes are utilized as the target nodes for classifica-
tion prediction respectively. We vary the size of the training
nodes set from 0.1 to 0.9, and the rest are utilized as the testing
nodes set. The experimental results are show in Table III and
IV respectively.

The DBLP dataset is utilized for the inductive node multi-
class classification task. The paper nodes are utilized as the
target nodes for classification prediction. We vary the size of



the training nodes set from 2009 to 2012 years, and the rest
of years are utilized as the testing nodes set, which is denoted
by TrainingY ear@TestingY ear. The experimental results
are shown in Table V.

The hyperparameters setting of BSOGCN are summarized
as Tabel VI.

TABLE VI
THE HYPERPARAMETERS SETTING OF BSOGCN.

Hyperameters Descriptions Values
d The dimension of node embeddings 128
p The population size 100
K The epochs/generations of GCNBSO 200
L The layer of GCN 1

pGeneration The pre-determined probability of BSO 0.2
pOneCluster The pre-determined probability of BSO 0.8
pTwoCluster The pre-determined probability of BSO 0.2

c The number of clusters of BSO 5

D. Results
As shown in Table III, Table IV and Table V, We can clearly

observe that: (1) The proposed method BSOGCN can obtain
the competitive performance against the other state-of-the-art
methods on both inductive and transductive node multi-class
classification tasks. (2) The size of training data has a minor
effect on BSOGCN, which shown that BSOGCN can obtain a
promising results with few labeled data. (3) Comparing with
the results of GCN, we can found that the different types of
neighbor nodes have the various effect on the target nodes
on HINs. (4) Comparing with the results of GAT, we can
found that the BSO is a alternative algorithm to optimize the
neighbor nodes aggregating weights.

VI. CONCLUSION

In this paper, to address the problem that the different types
of nodes have different impact on the target nodes for HINs
embedding, we propose a novel HINs embedding method
BSOGCN. It assigned the different aggregating weights to
the different types of neighbor nodes, and utilized the BSO
algorithm to optimize the weights. The experimental results
showed that BSOGCN can obtain the competitive results
against other state-0f-the-art methods.

In the future, we plan to explore how the BSOGCN can be
applied to the large-scale dynamic HINs and we also intend to
explore the reasons that BSOGCN can obtain the promising
results.
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