Abstract—Software product lines are an excellent mechanism in the development of software. Testing software product lines is an intensive process where selecting the right features where to focus it can be a critical task. Selecting the best combination of features from a software product line is a complex problem addressed in the literature. In this paper, we address the problem of finding the combination of features with the highest probability of being requested from a software product line with probabilities. We use Evolutive Computation techniques to address this problem. Specifically, we use the Ant Colony Optimization algorithm to find the best combination of features. Our results report that our framework overcomes the limitations of the brute force algorithm.
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I. INTRODUCTION

During the last years, software product lines (in short, SPLs) have become a widely adopted mechanism for efficient software development. They are a set of similar software-based systems produced from a set of software features that are shared between them using a common means of production. The main goal of SPLs is to increase the productivity of creating software products. They achieve this goal by selecting those software systems that are better for a specific criterion (e.g., a software system is less expensive than others; it requires less time to be executed, etc.). Currently, different approaches for representing the product line organisation can be found in the literature, such as FODA [38], RSEB [30], PLUSS [28] and SPLA [2].

The formal language SPLA was introduced in [4]. The authors present a formal language capable to express the FODA diagrams (Figure 1 shows some examples). A recent work [14] has proposed a probabilistic extension to SPLA: SPLAP. This proposal includes a probability whenever there is a choice in the representation of the SPL. This probability allows us to know which features are requested more frequently and which feature combinations are the most popular ones. This knowledge is beneficial to make decisions about the SPL, the resources destined to each feature, and the SPL updates.

Software testing [1] is the main validation technique to assess the reliability of complex software systems. When testing SPLs [18], it is crucial to distribute the resources between the different features of the line in a smart way. We are particularly concerned about the testing resources assigned to each component of the software system. These resources are limited so, if we had information about the most requested components of the software system (what we have called features) we could assign them more testing resources. Therefore, the information about the more requested features from the SPL can be vital to distribute the resources during testing. This problem has been addressed in [14]. Besides, when producing SPLs, we want to pay attention to have a better engagement between the features that are more commonly shipped together. Therefore, more development and testing resources are ideally focused on those features and their engagement. However, it is not trivial (and sometimes not feasible) to know the probability of use of all the possible feature combinations that a product line can produce. Therefore, being able to know which feature combinations are more used can be critical when testing SPLs. In this paper, we present an approach to get those feature combinations.

Heuristic search algorithms are techniques commonly used in Mathematics and Computer Science either to optimize a

Fig. 1: Examples of translation from FODA Diagrams into SPLA.
function or to find the best possible solution for a given problem. These techniques, also referred to as metaheuristics, can be roughly divided into three categories: global search techniques such as simulated annealing [40], evolutive techniques such as genetic algorithms [29], and constructive techniques such as Ant Colony Optimization [26], [27].

In this paper, we have used an Evolutionary Computation technique to select features from a SPL. We have chosen this particular family of techniques because it is well suited for parallel searching, and it also combines the knowledge obtained by each member of the population of candidate solutions. Furthermore, by starting with a random set of candidate solutions, the algorithm can quickly obtain a candidate solution that suits our goal. More specifically, we have implemented a variation of a typical Evolutionary approach: the Ant Colony Optimization (ACO) algorithm [26], [27]. In this variation we have combined the classical ACO algorithm with a SPL expression interpreter to be able to search, in an a priory unknown search space, the feature combination with a higher probability that the SPL expression can produce.

Then, we show the results of some experiments. In them, we can clearly see how our framework can solve the feature selection problem we have raise, beating in time (saving around 67% of time) to the standard brute force algorithm. Also, we show how our framework can obtain as good results as the ones obtained by the brute force algorithm, getting in mean feature combinations with only an 18% less probability. We also analyse some extreme cases, where the randomisation factors have had a high impact.

Finally, we would like to mention that the use of metaheuristics in testing is not new [3], [5], [21], [23], [32], [33], [36], [45]. In particular, there is some work on the application of the swarm idea to testing [31], [48]. The novelty of our approach resides in the fact that we are using this metaheuristics to the feature selection problem as a previous step before properly testing an SPL.

The rest of the paper is organised as follows. In Section II, we present some theoretical concepts that we use along with our paper. In Section III, we introduce our feature selection framework. In Section IV, we present our experiments and discuss the results. In Section V, we review some of the possible threats to the validity of our results. Finally, in Section VI, we give conclusions and outline some directions for future work.

II. Preliminaries

In this section we briefly introduce the concepts that will be used along the work. First, we define the concepts of SPL, software feature, and SPL process algebra.

A Software Product Line (SPL) is, as defined by The Carnegie Mellon Software Engineering Institute, “a set of software-intensive systems that share a common managed set of features satisfying the specific needs of a particular market segment or mission and that are developed from a common set of core assets in a prescribed way” [42]. The idea of SPLs is that they allow producing, from a set of predefined software features, a piece of software that includes all those features. SPLA [14] extends these classic SPLs concepts with a notion of probability. This probability indicates the preferences of the users in front of a choice.

We have decided to represent SPLs using the SPLA process algebra [14]. In order to work with this algebra, we will consider a set of features, denoted by \( F \), and the elements \( A, B, C, \ldots \) will stand for elements of \( F \). We have a special feature \( \emptyset \not\in F \) to mark the end of a product. We consider non-degenerated probabilities in the syntax, that is, for all probability \( p \) we have \( 0 < p < 1 \).

Definition 1: A probabilistic software product line is a term generated by the following grammar:

\[
P ::= \emptyset \mid \text{nil} \mid A \cdot P \mid \overline{A} \cdot P \mid P \lor Q \mid P \land Q \mid A \neq B \text{ in } P \mid A \Rightarrow B \text{ in } P \mid P \cdot A \mid P \Rightarrow A
\]

where \( A, B \in F \), \( \emptyset \not\in F \) and \( p \in (0,1) \). The set of all software product lines is denoted by SPLA.

This probabilistic process algebra has an operational semantics to guide how to interpret the expressions of the algebra. The operational semantics rules are displayed in Figure 2. A relevant property of this algebra is that each time we find a probability, the feature from the left-hand side gets the probability \( p \), and the feature from the right-hand side gets the probability \( 1 - p \), but those are not the full probabilities of each feature. In fact, the probability of a single feature in a SPL is a measure of its occurrences in the set of products.

The operational semantics of an SPLA expression \( P \) is a tree structure. The set of products of \( P \) is computed by traversing this tree.

Definition 2: Let \( P, Q \in \text{SPLA} \). We write \( \stackrel{s}{\Rightarrow} p \)

\[
P = P_0 \cdot a_1 \cdot P_1 \cdot a_2 \cdot P_2 \cdot \ldots \cdot \overline{a_n} \cdot P_n = Q
\]

where \( n \geq 0, s = a_1a_2\ldots a_n \) and \( p = p_1 \cdot p_2 \cdots \cdot p_n \). We say that \( s \) is a trace of \( P \).

Let \( s \in F^* \) be a trace of \( P \). We define the product \( \{s\} \subseteq F \) as the set consisting of all features belonging to \( s \).

Let \( P \in \text{SPLA} \). We define the set of probabilistic products of \( P \), denoted by \( \text{prod}^P(P) \), as the set

\[
\text{prod}^P(P) = \{(pr,p) \mid p > 0 \land p = \sum \{q \mid P \Rightarrow q \}
\]

However, computing this tree is computationally expensive, and can be infeasible in some cases. That is the reason we need to work with evolutive computation techniques. And as this tree can be seen as a directed graph, then a convenient evolutive technique to search this tree as a search space is the Ant Colony Optimization algorithm.

The Ant Colony Optimization algorithm is a well known algorithm in the Evolutionary Computation field. It is a distributed algorithm of search in a graph-like search space. It consists of a set of ants, that are the agents that explore the search space. Then, each ant look for the shortest path from the initial node to the target node, choosing their next move based on a random choice modified by the weight of each
path and the pheromones released by other ants that previously performed that move.

Formally, an Ant Colony Optimization algorithm [26] needs a combinatorial optimization problem to be solved. This problem can be defined as:

Definition 3: A model \( P = (S, \Omega, f) \) of a combinatorial optimization problem consists of:

- a search space \( S \) defined over a finite set of discrete decision variables \( X_i, i = 1, \ldots, n \),
- a set \( \Omega \) of constraints among the variables,
- an objective function \( f : S \to \mathbb{R}_+ \) to be minimised.

The generic variable \( X_i \) takes values in \( D_i = \{v^i_1, \ldots, v^i_{|D_i|}\} \). A feasible solution \( s \in S \) is a complete assignment of values to variables that satisfies all constraints in \( \Omega \). A solution \( s^* \in S \) is called a global optimum if and only if \( f(s^*) \leq f(s) \) for all \( s \in S \).

Then, from this setup we can generate the construction graph \( G_C(V, E) \), where \( V \) is a set of vertices and \( E \) is a set of edges. This graph can be obtained from the set of solution components \( C \) in two ways: components may be represented either by vertices or by edges. Artificial ants move from vertex to vertex along the edges of the graph, incrementally building a partial solution.

Additionally, ants deposit a certain amount of pheromone on the components, that is, either on the vertices or on the edges that they traverse. The amount of \( \Delta \tau \) pheromone deposited may depend on the quality of the solution found. Subsequent ants use the pheromone information as a guide toward promising regions of the search space.

The ACO general scheme is presented in Algorithm 1. In each iteration, each ant generates a solution. Then, the global state updates the pheromones left by the ants in their solution path. Following there is a more detailed explanation of each step:

Construct Ant Solutions: At each iteration, a set of \( m \) ants generates solutions taking elements from a finite set of available solution components \( C = \{c_{ij}\}, i = 1, \ldots, n, j = 1, \ldots, |D_i| \). The construction starts from an empty solution set \( s^P = \emptyset \) and, at each step, the ant extends its partial solution adding a feasible solution element from the set \( \mathbb{N}(s^P) \subseteq C \), that is the set of elements of \( C \) that can be added to the partial solution \( s^P \) without violating any constraint from \( \Omega \).
This process can be seen as a walk on the construction graph $G_C(V, E)$. The choice of a solution component from $N(s^P)$ is guided by a stochastic mechanism, which is biased by the pheromone associated with each of the elements of $N(s^P)$. The rule for the stochastic choice of solution components vary across different ACO algorithms but, in all of them are inspired by the behaviour of real ants.

**Update Pheromones**: The pheromone update aims to increase the pheromone values associated with good or promising solutions, and to decrease those that are associated with bad ones. Usually, this is achieved by decreasing all the pheromone values through pheromone evaporation, and by increasing the pheromone levels associated with a chosen set of good solutions.

**III. Feature Selection Framework**

In this section, we present our feature selection framework. Its main goal is to find a combination of features that have a high enough probability for a given SPL, that is, a SPLA$^P$ expression. As we have already explained, we decided to rely on evolutionary computation techniques to compute these feature combinations. Specifically, we decided to use an ACO algorithm because we considered it to be the most suitable one for this problem. In future work we will address the use of other evolutionary computation techniques.

Below, we briefly describe the main components of our framework:

- A software product line, it is the system that we are working with. It is represented as a probabilistic algebra expression, specifically, as a SPLA$^P$ expression [14].
- A SPLA$^P$ interpreter that allows us to explore the search space generated by the SPLA$^P$ expression without fully computing it.
- An Ant Colony Optimization algorithm. It leads the search for a feature combination with high probability.

A graphical representation of our framework can be found in Figure 3.

In our framework, we receive a SPL, expressed as a SPLA$^P$ expression, intending to find a set of features that fulfil the requisites of the SPL and at the same time has a high probability. This probability, coming from the SPLA$^P$ expression, usually represents the probability of each feature to be chosen, but it does not have to be limited to that purpose [14]. However, in our scenario, we assume that the probabilities represent the likelihood of each feature to be chosen, because we are looking for the feature combination that has the higher probability to be selected and therefore the one that needs more testing focus when testing the SPL.

Then, with the SPLA$^P$ expression, we interpret it to be able to execute an ACO algorithm over it. As our target is to find a set of features with a high probability, but without having to compute all the probabilities of all the possible combinations of features of the SPLA$^P$ expression, we need to have an interpreter. This interpreter has to, given a feature of the SPLA$^P$ expression, return the probability of that feature, but without computing the full SPLA$^P$ expression tree.

For our ACO algorithm to work, we need to have a combinatorial optimization problem. Then, we need to express our problem as a combinatorial optimization one, in the following way:

- **Search space $S$**: it is the full SPLA$^P$ tree, whose decision variables are the feature to choose next.
- **Set of constraints $Ω$**: it is composed by:
  - A constraint that states that a valid path should end in a ✓ feature.
  - A constraint that states that a valid path should fulfil the SPLA$^P$ expression constraints.
- **Objective Function $f$**: it is the function assigning to each
set of features their probability in the SPLA\textsuperscript{P} expression. In this case, we look to maximize it.

Then, with this well defined combinatorial optimization problem, the ACO algorithm follows the general scheme presented in Algorithm 1. The only modification is the fact that, when exploring the search space, the ants are generating it instead of having a memory variable storing all the information. Thus, the ACO algorithm has to work with the SPLA\textsuperscript{P} interpreter in order to obtain the distances (in this case, the probabilities).

Another important fact about the ACO algorithm is that the distance between nodes is the probability of choosing the feature associated with the target node. This implies that the total distance travelled by an ant is the product of the probabilities of each step, instead of the sum of the weights as in the classical ACO algorithm.

IV. EXPERIMENTS

In this section, we present an experiment we performed intending to evaluate the suitability of our proposed framework. The schema of the experiment (graphically presented in Figure 4) is very similar to our general framework (see Figure 3). There is, however, a slight difference. To be able to compare the performance of our ACO algorithm with respect to computing the full tree from the SPLA\textsuperscript{P} expression, we decided to also compute the feature combination with higher probability by a brute force algorithm so that we can compare the performance in time versus the difference in the probabilities obtained. However, although we have computed all the probabilities from the SPLA\textsuperscript{P} expression, we should not use those probabilities for the ACO algorithm, but instead, it should compute their own probabilities based on which paths the ants take.

For our experiments, we needed four elements:

• A set of SPLA\textsuperscript{P} expressions as experimental subjects.
• An interpreter of SPLA\textsuperscript{P} expressions.
• A brute force algorithm to find the set of features with the highest probability.
• An Ant Colony Optimization algorithm implementation\textsuperscript{1}, modified to be able to work with the SPLA\textsuperscript{P} probabilistic

\textsuperscript{1}We used the code from https://github.com/pjmattingly/ant-colony-optimization as a starting point for our adapted ACO algorithm.
process algebra.

The experimental subjects set consists of 100 SPLA expressions automatically generated using the BeTTy tool [47] and stored in a foDaA format in xml files. The interpreter allows us to compute the probabilities of each feature in an ad-hoc way, so we do not fully compute the SPLA expression tree. The brute force algorithm is an algorithm that asks the interpreter, for each feature of the SPLA expression, which is its probability. It returns the feature with the highest probability, but at the cost of a longer computation. Therefore, we need to work with small SPLA expressions to end in a reasonable time. The ACO algorithm is an ACO algorithm that searches the set of features with maximum probability from the SPLA expression, using the interpreter to compute the probabilities. For our ACO algorithm, we decided to use 5 ants, and perform a maximum of 10 iterations over the main loop. The pheromone evaporation coefficient was 0.4, and the pheromone constant was 1000. Finally, the $\alpha$ and $\beta$ values used to calculate the attractiveness of each path where 0.5 and 1.2 respectively. The ants and iterations values are so low because we are working with small SPLA expressions (as explained before), and therefore higher values are unnecessary and a waste of resources.

With the interpreter and the ACO algorithm, we were able to implement our framework and test it against the SPLs represented as SPLA expressions coming from the experimental subjects set. To perform interesting experiments, we took the 100 SPLA expressions and computed their best selection of features, that is, the one with the highest probability. We computed those selections both with the brute force algorithm and the ACO algorithm and compared the probabilities obtained and the computation times. The code and results of the experiments can be found at https://github.com/Colosu/FSACO.

In Table I we can find the probabilities obtained for each SPLA expression, as well as the computation times. In Figure 5, we can compare the probabilities obtained graphically. The same happens for times in Figure 6. In both figures, the results from the brute force algorithm are in blue and the results from the ACO algorithm are in red. They are sorted to facilitate the display of the results. Finally, in Figure 7 we can observe the sorted probability losses obtained, that is, the difference (in percentage) between the probabilities of the best feature combination and the one obtained by our framework. And in Figure 8 we can see the sorted time savings achieved. In mean, we have loss an 18.2318% of probability saving at the same time a 67.33% of time. This shows that our method is not only useful to save time. We also obtain good feature combinations: those whose probability is close to the best combination (in terms of probability).

From the results, we can make some interesting remarks. First, it is interesting to see that there are some cases where the ACO algorithm saves more than 97% of the time while losing no probability (that is, giving the feature combination with the highest probability). This is the case of trials number 8 or 34. Another interesting remark is the fact that there are around 40% of the cases where there is no loss of probability, while there is always at least a 30% of time-saving. Moreover, there are only 3 cases (trials 22, 32 and 70) where the loss of probability is proportionally higher than the time saving, what can be a result of the randomization factors. However, also due to the randomization factors, there are cases where the time saving comes with a high probability factors, being the case of the trial number 32 the clearest case (although the saving in time is still high). In fact, there are only 2 cases (trials 17 and 32) where the loss of probability surpass the 60%.

V. Threats to Validity

In this section, we briefly discuss some of the possible threats to the results of our experiments validity. Concerning threats to internal validity, which consider uncontrolled factors that might be responsible for the obtained results, the main threat is associated with the possible faults in the developed experiment because they could lead to misleading results. To reduce the impact of this threat, we tested our code with carefully constructed examples for which we could manually check the results. Besides, we repeated the experiment with many subjects to diminish the effect of randomization factors.

The main threat to external validity, which concerns conditions that allow us to generalize our findings to other situations, is the different possible SPLs to which we could apply our framework. Such a threat cannot be entirely addressed since the population of possible SPLs is unknown, and it is not possible to sample from this (unknown) population. To diminish this risk, we considered different SPLs in the experiments.

Finally, we considered threats to construct validity, which are related to the reality of our experiments, that is, whether our experiments reflect real-world situations or not. In our work, the main construct threat is what would happen if we use our framework with much more complex SPLs, which is a matter of future work.

VI. Conclusions

We have proposed a new framework for feature selection in software product lines with probabilities. Our framework strongly relays on Evolutionary Computation techniques to perform feature selection. Specifically, we have used a novel variant of ACO to deal with an a priori unknown search space. With this new framework, we can obtain new feature combinations for a given SPL without computing all the possible feature combinations, which is a time-consuming task. Besides, to present the new framework, in this paper, we have reported some of our experiments. Their goal was to show that the loss in the feature combination probabilities produced by our framework pays back with the saving of time when computing those combinations.

For future work we have already identified several research directions concerning applicability, scalability, suitability and adaptability of our framework. First, we plan to adapt our framework to perform feature selection in SPLs where instead of probabilities we have costs. Since there are similarities, but also differences, between probabilities and costs we will try to
Concerning adaptability, we would like to assess the useful-
feature selections and the ones produced by our framework.
produced by an expert, and compare the quality of the existing
would like to consider
such as Bee Swarm [39] and Water Based [46] metaheuristics
to consider more complex
concepts [37]. Second, concerning scalability, we would like
consider more complicated feature selection frameworks
where we have to work with deadlock avoidance/analysis [9]–
we consider more complicated feature selection frameworks
(b) Second part.
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