
Admissibility Analysis and Robust Stabilization
via State Feedback for Uncertain T–S

Fuzzy Descriptor Systems
Jiabao He, Feng Xu∗, Xueqian Wang

Center for Artificial Intelligence and Robotics
Tsinghua Shenzhen International Graduate School

Tsinghua University
Shenzhen 518055, P.R.China
hjb18@mails.tsinghua.edu.cn
xu.feng@sz.tsinghua.edu.cn
wang.xq@sz.tsinghua.edu.cn

Bin Liang∗
Navigation and Control Research Center

Department of Automation, Tsinghua University
Beijing 100084, P.R.China

Research Institute of Tsinghua University in Shenzhen
Shenzhen 518055, P.R.China

liangbin@tsinghua.edu.cn

Abstract—This paper considers the admissibility and robust
stabilization via state feedback for continuous-time T–S fuzzy
descriptor systems (TSFDS) with a class of uncertainties. First,
the admissibility of the nominal system without uncertainties is
investigated. An equivalent augmented system is presented to deal
with different and singular derivative matrices. Then, admissible
conditions for the open-loop and close-loop systems are both
derived based on a non-quadratic fuzzy Lyapunov function.
Second, the admissibility and robust stabilization of TSFDS with
uncertainties in all matrices are investigated. The uncertainty in
each derivative matrix is equivalently expressed by a constant
matrix left multiplied by an invertible uncertain matrix so that a
similar augmented system can be constructed. Then admissible
conditions are derived. This paper generalizes existing related
results since we consider a wider class of TSFDS with different
derivative matrices and different membership functions in each
subsystem. All conditions are expressed as strict linear matrix
inequalities (LMIs). Finally, a simulation example is provided to
show effectiveness of the proposed results.

Index Terms—Admissibility, Uncertain Takagi–Sugeno (T–S)
fuzzy descriptor systems, Robust control, LMIs

I. INTRODUCTION

Takagi-Sugeno (T-S) fuzzy systems have experienced an im-
pressive growth in recent years [1]. This approach is described
by a set of fuzzy rules and connects local linear input-output
relations with nonlinear membership functions (MFs), thus it
enables to describe smooth nonlinear systems [2]. T–S fuzzy
descriptor systems (TSFDS) are defined by extending the T-
S fuzzy systems to the descriptor form [3]. Since TSFDS
takes advantages of fuzzy theory and descriptor systems, it
is suitable for modeling of complex systems [4]–[6].

The admissibility of descriptor system is important for
system analysis and controller design. Current research on
admissibility of TSFDS can be divided into two cases, one
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is with a same derivative matrix in [7]–[9] and the other
is with different derivative matrices in [3], [10], [11]. In
[7], new types of fuzzy controllers and fuzzy Lyapunov
functions were proposed to guarantee the stability of TSFDS,
but they are quite conservative since each fuzzy subsystem
is required to be stable. In [8], relaxed admissible conditions
of TSFDS via a fuzzy Lyapunov function were presented. In
[9], admissibility analysis and control synthesis for TSFDS
were investigated based on a non-quadratic fuzzy Lyapunov
function. Furthermore, the information of MFs was fully
considered to relax these conditions. However, these works
assumed that derivative matrices of each subsystem were same,
which is quite limited. As for different derivative matrices,
researchers in [3] presented an augmented system to deal with
different derivative matrices and this system was widely used
in subsequent works. However, as investigated in [12], this
augmented system is not equivalent to the original system
when derivative matrices are singular. In [10], the stability
of unforced fuzzy descriptor systems was considered. Then
both parallel distributed compensation (PDC) controller and
fuzzy proportional and derivative state feedback (PDSF) con-
troller were proposed to stabilize the closed-loop system. The
admissibility and dissipativity of TSFDS were investigated in
[11], which presented a new augmented system to deal with
different derivative matrices. This system is equivalent to the
original system even if derivative matrices are singular. Al-
though researchers in [10], [11] considered descriptor systems
with different derivative matrices, each derivative matrix and
state matrix shared the same MFs in each subsystem. It is
obvious that TSFDS can represent a wider class of systems
when MFs are different. As far as we know, very little attention
has been paid to the admissibility analysis of this system,
which is the main motivation of this paper.

In practice, due to inaccurate measurements and variations
of system parameters, parametric uncertainties widely exist
in TSFDS and may destroy admissibility of the system.
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Especially, when the perturbations occur in derivative matrices,
this problem becomes more involved. A flurry of research
has focused on robust stabilization for uncertain TSFDS. In
[13], the robust stabilization problem for linear time-invariant
descriptor systems with the norm-bounded uncertainty in
derivative matrix was first investigated. It proved that the
problem has a solution only if the uncertainty does not increase
the rank of the derivative matrix. In [14], the researchers
extended methods proposed in [13] to the linear time-invariant
descriptor systems with uncertainties in all matrices. Further-
more, it showed that this problem can be divided into two
cases, i.e., one is expressed by a constant matrix left multiplied
by an invertible uncertain matrix, and the other is produced
by its dual form. For descriptor systems, one common method
is to normalize them with the derivative state feedback. In
[15], a novel robust proportional plus derivative state feedback
controller for a class of uncertain TSFDS with distinct deriva-
tive matrices was presented. However, when derivative states
are not available, this method will not be applicable. Other
research works, such as [16], [17], investigated the control
problem for TSFDS with uncertainties in system matrices
rather than derivative matrices. To the best of our knowledge,
the admissibility analysis and robust stabilization via state
feedback for continuous-time TSFDS with uncertainties in all
matrices is still an open issue.

This paper focuses on the admissibility analysis and robust
stabilization via state feedback for continuous-time TSFDS
with uncertainties in all matrices. With the consideration
of different derivative matrices and distinct MFs in each
subsystem, our results will generalize previous results. The
admissibility analysis of the nominal open-loop TSFDS is
considered first based on an equivalent augmented system,
then a PDC controller is designed to stabilize the nominal
system. Second, the robust stabilization for TSFDS with un-
certainties in all matrix is investigated. The uncertainty in each
derivative matrix is equivalently reformulated as a constant
matrix left multiplied by an invertible uncertain matrix, then
another similar augmented system is proposed to deal with
this problem. All these conditions are reformulated as strict
LMIs through some useful lemmas, which can be efficiently
solved.

This paper is organized as follows: Section II considers
admissibility analysis and control design for the nominal sys-
tem. Section III considers robust stabilization for the uncertain
system. Section IV provides a simulation example to show
effectiveness of the main results. Section V concludes this
paper. Some useful lemmas are provided in the appendix.

Notations: Ωn denotes the integer set {1, 2, ..., n}. R is
the field of real numbers and C is the field of complex
numbers. For a square matrix X , XT denotes its trans-
pose, and X > 0 (X < 0) indicates that X is positive
(negative) definite, respectively. ‖X‖, det(X) and rank(X)
represent the Euclidean norm, determinant and rank of X ,
respectively. The degree of a polynomial is denoted by deg(*).
I and 0 are the identity and zero matrices of appropri-
ate dimension. The symbol * stands for the transpose ele-

ments in symmetric block matrices, i.e., A + (∗) = A +

AT ,
[
A ∗
B C

]
=

[
A BT

B C

]
. For brevity, we denote

re∑
k=1

vk(z(t))Xk,
r∑

i=1

hi(z(t))Xi,
r∑

i=1

r∑
j=1

hi(z(t))hj(z(t))Xij

and
r∑

i=1

r∑
j=1

re∑
k=1

hi(z(t))hj(z(t))vk(z(t))Xijk by Xv , Xh,

Xhh and Xhhv , respectively. z(t) is the premise vector which
depends on the state vector. hi(z(t)) and vk(z(t)), denoted by
hi and vk, satisfy the convex sum property. Besides, ḣi ≥ φi,
v̇k ≥ ϕk, where φi ≤ 0 and ϕk ≤ 0 are bounds of time
derivative of MFs which are prior known.

II. ADMISSIBILITY ANALYSIS AND CONTROL DESIGN FOR
NOMINAL SYSTEM

A. Preliminaries

Consider the following uncertain continuous-time TSFDS:

re∑
k=1

vk(z(t)) (Ek+∆Ek) ẋ(t) =

r∑
i=1

hi(z(t)) [(Ai+∆Ai)x(t) + (Bi+∆Bi)u(t)],

y(t) =

r∑
i=1

hi(z(t))Cix(t)

(1)

where x(t) ∈ Rn is the state vector, u(t) ∈ Rm is the
control input vector and y(t) ∈ Rq is the output vector.
Ai ∈ Rn×n, Bi ∈ Rn×m, Ci ∈ Rq×n and Ek ∈ Rn×n

are nominal matrices which represent local models of the
fuzzy system. ∆Ek, ∆Ai and ∆Bi are uncertainties which are
usually written as ∆Ek = He

T ∆eWek, ∆Ai = Ha
T ∆aWai,

∆Bi = Hb
T ∆bWbi, with He, Ha, Hb, Wek, Wai, Wbi,

constant matrices and: ∆eT ∆e ≤ I , ∆aT ∆a ≤ I and
∆bT ∆b ≤ I . In particularly, Ek + ∆Ek may be singular.
The system (1) can be rewritten into a compact form as

(Ev + ∆Ev) ẋ(t) = (Ah + ∆Ah)x(t)+

(Bh + ∆Bh)u(t),

y(t) =Chx(t).

(2)

The following assumption is made on derivative matrices
of the system (1), which means we consider a special case as
[11], [18].

Assumption 2.1: Rank(Ek) = n1 ≤ n and there exist in-
vertible constant matrices Qk, such that Ek = QkĒ, k ∈ Ωre.

Based on Assumption 2.1, a new equivalent augmented
system of (1) without uncertainties can be given as

E∗ẋ∗(t) =

r∑
i=1

re∑
k=1

hivk(A∗
ikx

∗(t) +B∗
i u(t)),

y(t) =

r∑
i=1

hiC
∗
i x

∗(t)

(3)



where

E∗ =

[
Ē 0
0 0

]
, A∗

ik =

[
0 I
Ai −Qk

]
, B∗

i =

[
0
Bi

]
,

C∗
i =

[
Ci 0

]
, x∗(t) =

[
x(t)
w(t)

]
, w(t)=Ēẋ(t).

For convenience, the system (3) is rewritten as

E∗ẋ∗(t) = A∗
hvx

∗(t) +B∗
hu(t),

y(t) = C∗
hx

∗(t).
(4)

The following definition of admissibility will be considered.
Definition 2.1 [11]: The unforced system (2) without un-

certainties is admissible if the following conditions hold:
1) The system is regular if there exists a complex number

s ∈ C, satisfying det (sEv −Ah) 6= 0.
2) The system is impulse free if deg (det (sEv −Ah)) =

rank (E∗).
3) The system is stable if σ (Ev, Ah) ⊂ {s|s ∈ C,Re(s) <

0}, and ∀t ∈ [0,∞), where σ(E,A) = {s|det(sE−A) = 0}.
With a similar proof in [11], we have

det (sEv −Ah) = det

([
sĒ −I
−Ah Qv

])
= det (sE∗ −A∗

hv) ,

so systems (2) and (4) are equivalent in terms of admissibility.

B. Admissibility Analysis of Open-loop System

The following results present admissible conditions for the
open-loop system (4).

Theorem 2.1: The system (4) is admissible if there exist
matrices Pik ∈ R2n×2n, Xk ∈ R2n×2n, Yi ∈ R2n×2n, H ∈
R2n×2n and L ∈ R2n×2n such that following conditions hold:

Pik
TE∗T = E∗Pik ≥ 0 (5)

E∗ (Pik +Xk) ≥ 0 (6)

E∗ (Pik + Yi) ≥ 0 (7)

Gik < 0 (8)

where i ∈ Ωr, k ∈ Ωre,

Gik =

 −E∗Φk − E∗Ψi

+HTA∗
ik

T +A∗
ikH

∗

Pik −H + LTA∗
ik

T −L− LT

 ,
Φk =

r∑
i=1

φi (Pik +Xk),Ψi =

re∑
k=1

ϕk (Pik + Yi).

Proof: Based on the convex summation property of MFs
and (8), we obtain −E∗Φv − E∗Ψh

+HTA∗
hv

T +A∗
hvH

∗

Phv −H + LTA∗
hv

T −L− LT

 < 0. (9)

Using Lemma 3 with T = −E∗Φv − E∗Ψh, we have

Phv
TA∗

hv
T +A∗

hvPhv − E∗Φv − E∗Ψh < 0. (10)

From (6) and (7), it is clear that −E∗Φv − E∗Ψh ≥ 0, then

Phv
TA∗

hv
T +A∗

hvPhv < 0. (11)

For the matrix E∗, there exist two nonsingular matrices U and
V , such that

UE∗V=

[
In1 0
0 0

]
. (12)

Accordingly, taking

V −1PikU
T =

[
P1ik P2ik

P3ik P4ik

]
, UA∗

ikV =

[
A∗

1ik A∗
2ik

A∗
3ik A∗

4ik

]
,

respectively. Since there exist matrices Pik, such that (6) holds,
we obtain that P2ik = 0. Therefore,

V −1PhvU
T =

[
P1hv 0
P3hv P4hv

]
, (13)

then pre-multiplying and post-multiplying (11) by U and UT ,
respectively, we obtain[

? ?

? A∗
4hvP4hv + P4hv

TA∗
4hv

T

]
< 0 (14)

where ? denotes entries which will not affect the proof. It

follows that ‖P4hv‖ ≤
r∑

i=1

re∑
k=1

‖P4ik‖, then A∗
4hv is invertible

and its inverse matrix is bounded based on Lemma 1. By far,
we prove that the system (4) is regular and impulse free and the
next step is to prove the stability. The following non-quadratic
fuzzy Lyapunov function will be employed:

V (x∗ (t)) = x∗T (t)E∗TPhv
−1x∗ (t) (15)

where E∗TPhv
−1=Phv

−TE∗ ≥ 0, which is equivalent to (5).
The time derivative of the previous function is

V̇ =x∗T
(
A∗

hv
TPhv

−1 + Phv
−TA∗

hv + E∗T d

dt

(
Phv

−1
))

x∗

=x∗T
(
A∗

hv
TPhv

−1 + Phv
−TA∗

hv

)
x∗−

x∗T

(
E∗TPhv

−1

(
r∑

i=1

re∑
k=1

(ḣivk + hiv̇k)Pik

)
Phv

−1

)
x∗.

(16)

Based on the convex summation property of MFs, we have

r∑
i=1

ḣiX=

re∑
k=1

v̇kY = 0. (17)

Thus, with the introduction of slack matrices Xk and Yi, we
obtain

r∑
i=1

re∑
k=1

(
ḣivk + hiv̇k

)
Pik

=

re∑
k=1

vk

r∑
i=1

ḣi (Pik +Xk) +

r∑
i=1

hi

re∑
k=1

v̇k (Pik + Yi).

(18)



Then, combining (18) with (16), we obtain

Σ
.
=A∗

hv
TPhv

−1 + Phv
−TA∗

hv−

E∗TPhv
−1

(
re∑
k=1

vk

r∑
i=1

ḣi (Pik +Xk)

)
Phv

−1−

E∗TPhv
−1

(
r∑

i=1

hi

re∑
k=1

v̇k (Pik + Yi)

)
Phv

−1.

(19)

If Σ < 0, then V̇ < 0. Multiplying Σ on the left by Phv
T and

right by Phv , it can be seen that

Phv
TA∗

hv
T +A∗

hvPhv−

E∗

(
re∑
k=1

vk

r∑
i=1

ḣi (Pik +Xk)

)
−

E∗

(
r∑

i=1

hi

re∑
k=1

v̇k (Pik + Yi)

)
≤Phv

TA∗
hv

T +A∗
hvPhv−

E∗

(
re∑
k=1

vk

r∑
i=1

φi (Pik +Xk)

)
−

E∗

(
r∑

i=1

hi

re∑
k=1

ϕk (Pik + Yi)

)
=Phv

TA∗
hv

T +A∗
hvPhv − E∗Φv − E∗Ψh,

(20)

which means if LMIs (8) holds, then V̇ (x∗) < 0. Therefore,
the system (4) is stable as well as admissible. �

Clearly, the matrix inequalities in (5), (6) and (7) are not
strict LMIs, thus the following strict results can be obtained
based on Lemmas 2 and 4, then the toolbox in MATLAB such
as Yalmip Toolbox [19] can be directly used to solve LMIs.

Theorem 2.2: The system (4) is admissible if there exist
matrices Jik ∈ R2n×2n, H ∈ R2n×2n, L ∈ R2n×2n and sym-
metric matrices Kik ∈ R2n×2n, Xk ∈ R2n×2n, Yi ∈ R2n×2n,
such that following conditions hold:

E∗KikE
∗T +W > 0 (21)

E∗KikE
∗T + E∗XkE

∗T +W > 0 (22)

E∗KikE
∗T + E∗YiE

∗T +W > 0 (23)

Ĝik < 0 (24)

where i ∈ Ωr, k ∈ Ωre,

Ĝik =

[
−Φ̂k − Ψ̂i +HTA∗

ik
T +A∗

ikH ∗
P̂ik −H + LTA∗

ik
T −L− LT

]
,

Φ̂k =

r∑
i=1

φi

(
E∗KikE

∗T + E∗XkE
∗T
)
,

Ψ̂i =

re∑
k=1

ϕk

(
E∗KikE

∗T + E∗YiE
∗T
)
,

P̂ik =
(
I −

(
E∗−E∗)) Jik +

(
E∗−E∗)KikE

∗T ,

E∗− and W are defined in Lemmas 2 and 4, respectively.
The proof of Theorem 2.2 is mainly based on the reformu-

lation of (5), (6) and (7) into (21), (22) and (23). Thus, it is
omitted here.

C. Control Design of Close-loop System

Consider the following PDC controller for TSFDS (2):

u(t) = −
r∑

j=1

re∑
k=1

hjvkFjkx(t)

= −
[
Fhv 0

] [ x(t)
w(t)

]
= −F ∗

hvx
∗(t).

(25)

Then the close-loop system (4) is rewritten as

E∗ẋ∗(t) = (A∗
hv −B∗

hF
∗
hv)x∗(t). (26)

Thus, replacing (E∗, A∗
hv) with (E∗, A∗

hv −B∗
hF

∗
hv) and se-

lecting H=

[
R 0
H3 H4

]
, L=

[
R 0
L3 L4

]
in Theorem 2.2,

the following results can be obtained based on Lemma 5.
Theorem 2.3: The system (26) is admissible if there exist

matrices Jik ∈ R2n×2n, H=

[
R 0
H3 H4

]
, L=

[
R 0
L3 L4

]
with R ∈ Rn×n, H3 ∈ Rn×n, H4 ∈ Rn×n, L3 ∈ Rn×n, L4 ∈
Rn×n, Njk ∈ Rm×n and symmetric matrices Kik ∈ R2n×2n,
Xk ∈ R2n×2n, Yi ∈ R2n×2n such that LMIs (21), (22), (23)
and following conditions hold:

Ĝiik < 0,

2

r − 1
Ĝiik + Ĝijk + Ĝjik < 0, i 6= j

(27)

where i, j ∈ Ωr, k ∈ Ωre,

Ĝijk =


−Φ̂k − Ψ̂i +A∗

ikH −B∗
iN

∗
jk

+
(
A∗

ikH −B∗
iN

∗
jk

)T ∗

P̂ik −H +
(
A∗

ikL−B∗
iN

∗
jk

)T
−L− LT

 ,
N∗

jk =
[
Njk 0

]
, and Φ̂k, Ψ̂i and P̂ik are given in Theorem

2.2. Feedback gains can be obtained as Fjk = NjkR
−1.

III. ROBUST STABILIZATION FOR UNCERTAIN SYSTEM

In this section, the admissibility analysis and robust sta-
bilization for TSFDS with uncertainties are considered. As
investigated in [13], if the stabilization problem can be solved,
the uncertainties must not increase the rank of derivative
matrices, which proposes following assumptions for system
(1).

Assumption 3.1: Rank(Ek + ∆Ek) = rank(Ek) = n1 ≤ n.
Furthermore, researchers in [14] pointed out that for each

subsystem that satisfies Assumption 3.1, each derivative matrix
with uncertainty can be transformed into two cases, i.e., one is
expressed by a constant matrix left multiplied by an invertible
uncertain matrix, and the other is produced by its dual form.
Only the first case will be considered in this paper, so we have
the following assumption.



Ξijk =


 −Φk −Ψi +A∗

ikH −B∗
iN

∗
jk +

(
A∗

ikH −B∗
iN

∗
jk

)T
∗

Pik −H +
(
A∗

ikL−B∗
iN

∗
jk

)T
−L− LT

+ΓSijkΓT ∗

Υijk −Sijk

 (31)

Assumption 3.2: For each subsystem of the system (1), the
derivative matrix with uncertainty can be transformed into an
equivalent form expressed by a constant matrix left multiplied
by an invertible uncertain matrix, i.e.,

Ek+∆Ek =
(
I + ∆Ek

′
)
Ek (28)

where ∆Ek = He
T ∆eWek and ∆Ek

′
= He

′T ∆eWek

′
. As

for the algorithm of transformation (28), one can find details
in [13], [14].

Based on the Assumptions 2.1, 3.1 and 3.2, a new equivalent
augmented system of (1) can be given as

E∗ẋ∗(t) =

r∑
i=1

re∑
k=1

hivk(Ā∗
ikx

∗(t) + B̄∗
i u(t)),

y(t) =

r∑
i=1

hiC
∗
i x

∗(t)

(29)

where

Ā∗
ik =

[
0 I

Ai+∆Ai −
(
I + ∆Ek

′
)
Qk

]
= A∗

ik + ∆A∗
ik,

B̄∗
i =

[
0

Bi+∆Bi

]
= B∗

i + ∆B∗
i , E∗, B∗

i , A∗
ik and C∗

i are

same as system (3).
Consider the same PDC controller (25) for the uncertain

system (29), we have the following theorem.
Theorem 3.1: The system (29) is quadratically stable and

admissible if there exist matrices Pik ∈ R2n×2n, Xk ∈
R2n×2n, Yi ∈ R2n×2n, H=

[
R 0
H3 H4

]
, L=

[
R 0
L3 L4

]
with R ∈ Rn×n, H3 ∈ Rn×n, H4 ∈ Rn×n, L3 ∈ Rn×n,
L4 ∈ Rn×n, Nik ∈ Rm×n and scalars τaijk, τ

b
ijk, τ

e
ijk, such

that conditions (5), (6), (7) and following conditions hold:

Ξiik < 0,

2

r − 1
Ξiik + Ξijk + Ξjik < 0, i 6= j

(30)

where i, j ∈ Ωr, k ∈ Ωre, Ξijk is in the form (31), Υijk is in
the form (32), and Γ and Sijk are in the following forms:

Γ =

 0 0 0

Ha
T Hb

T He

′T

0

 ,

Sijk =

 τaijk 0 0

0 τ bijk 0

0 0 τeijk

 .

Proof: Consider the same non-quadratic fuzzy Lyapunov
function (15) for the system (29), then a similar result as (20)
can be obtained by congruence property and introduction of
slack matrices, i.e., if

Phv
T
(
Ā∗

hv − B̄∗
hF

∗
hv

)T
+
(
Ā∗

hv − B̄∗
hF

∗
hv

)
Phv

− E∗Φv − E∗Ψh < 0
(33)

holds, then V̇ (x∗) < 0, which means the system (29) is
quadratically stable. According to Lemma 3, it is equivalent
to

Σ=̇


−E∗Φv − E∗Ψh+(
Ā∗

hv − B̄∗
hF

∗
hv

)
H

+HT
(
Ā∗

hv − B̄∗
hF

∗
hv

)T ∗

Phv −H+

LT
(
Ā∗

hv − B̄∗
hF

∗
hv

)T −L− LT

 < 0. (34)

Dividing (34) into two parts, i.e., the certain part

Σ1
.
=


−E∗Φv − E∗Ψh+
(A∗

hv −B∗
hF

∗
hv)H

+HT (A∗
hv −B∗

hF
∗
hv)

T
∗

Phv −H + LT (A∗
hv −B∗

hF
∗
hv)

T −L− LT


and the uncertain part

Σ2
.
=

 (∆A∗
hv −∆B∗

hF
∗
hv)H

+HT (∆A∗
hv −∆B∗

hF
∗
hv)

T ∗

LT (∆A∗
hv −∆B∗

hF
∗
hv)

T 0

 .
With H=

[
R 0
H3 H4

]
and L=

[
R 0
L3 L4

]
, the uncertain

part can be rewritten as

Σ2 = Γ

 ∆a 0 0
0 ∆b 0
0 0 ∆e

Υhhv + (∗) . (35)

Using Lemma 6 with Shhv , we obtain

Σ2 ≤ ΓShhvΓT + Υhhv
TS−1

hhvΥhhv, (36)

which means if

Σ1 + ΓShhvΓT + Υhhv
TS−1

hhvΥhhv < 0, (37)

then V̇ (x∗) < 0. With the Shur complement to (37), we obtain
Ξhhv < 0 and condition (30) can be further obtained based
on Lemma 5. A similar process in Theorem 2.1 can be done
to prove the system (29) is regular and impulse free, so it is
omitted here. �

Furthermore, strict LMI conditions can be obtained as
follows:



Υijk =

 WaiR 0 WaiR 0
−WbiNjk 0 −WbiNjk 0

−Wek

′
QkH3 −Wek

′
QkH4 −Wek

′
QkL3 −Wek

′
QkL4

 (32)

Ξ̂ijk =


 −Φ̂k − Ψ̂i +A∗

ikH −B∗
iN

∗
jk +

(
A∗

ikH −B∗
iN

∗
jk

)T
∗

P̂ik −H +
(
A∗

ikL−B∗
iN

∗
jk

)T
−L− LT

+ΓSijkΓT ∗

Υijk −Sijk

 (39)

Theorem 3.2: The system (29) is quadratically stable
and admissible if there exist matrices Jik ∈ R2n×2n,

H=

[
R 0
H3 H4

]
, L=

[
R 0
L3 L4

]
with R ∈ Rn×n, H3 ∈

Rn×n, H4 ∈ Rn×n, L3 ∈ Rn×n, L4 ∈ Rn×n, Nik ∈ Rm×n,
symmetric matrices Kik ∈ R2n×2n, Xk ∈ R2n×2n, Yi ∈
R2n×2n and scalars τaijk, τ

b
ijk, τ

e
ijk, such that conditions (21),

(22), (23) and following conditions hold:

Ξ̂iik < 0,

2

r − 1
Ξ̂iik + Ξ̂ijk + Ξ̂jik < 0, i 6= j

(38)

where i, j ∈ Ωr, k ∈ Ωre, Ξ̂ijk is in the form (39), and Φ̂k,
Ψ̂i and P̂ik are given in Theorem 2.2.

IV. ILLUSTRATIVE EXAMPLES

In this section, a numerical example is provided to illustrate
effectiveness of the main results in this paper. Consider a
TSFDS with uncertainties given by

E1 =

[
1 0
1 0

]
, E2 =

[
1 0
0 0

]
,

A1 =

[
−20 −9

2 −5

]
, A2 =

[
−10 −15

1 −5

]
,

We1 =

[
0.1
0

]T
, We2 =

[
0.2
0

]T
, He

T =

[
0.2
0.2

]
,

Wa1 =

[
0.3
0.2

]T
, Wa2 =

[
0.2
0.2

]T
, Ha

T =

[
0.5
0.4

]
,

B1 = B2 =

[
0
1

]
,Wb = 0.4 , Hb

T =

[
0.4
0.3

]
,

v1(t) = (1− cosx1(t)) /2, v2(t) = (1 + cosx1(t)) /2,
h1(t) = (1 + sinx1(t)) /2, h2(t) = (1− sinx1(t)) /2.

The following two cases will be considered.
Case 1: A singular TSFDS without uncertainties aims to

show effectiveness of the results in Section III.
Computing the characteristic equation of each subsystems,

we find that subsystems (E1, A1) and (E1, A2) are not stable.

Choosing Q1 =

[
1 0
1 1

]
, Q2 =

[
1 0
0 1

]
, Ē =

[
1 0
0 0

]
and solving LMIs in Theorem 2.2, no solutions are found,
which means the open-loop system is not admissible. With
the PDC controller (25), solving LMIs in Theorem 2.3,
we obtain feedback gains as F11 =

[
16.5367 27.3916

]
,

F12 =
[

0.6372 13.2012
]
, F21 =

[
9.5671 35.1767

]

and F22 =
[
−0.3695 15.4277

]
. Consider initial states as

x (t) =
[

3.0 1.0
]T

, Figure 1 shows state responses of the
open-loop and close-loop systems. It is clear that our controller
can stabilize the system, which demonstrates the effectiveness
of Theorem 2.3.

Case 2: A singular TSFDS with uncertainties aims to show
effectiveness of the results in Section IV.

Using the algorithm proposed in [13], we obtain He

′
= He,

We
′

1 =
[

0.05 0.05
]

and We
′

2 =
[

0.2 0
]

for As-
sumption 3.2. With uncertainties in all matrices and ∆e =
∆a = ∆b = sin(0.1t), solving LMIs in Theorem 3.2, we
obtain robust feedback gains as F11 =

[
13.4471 14.6660

]
,

F12 =
[
−1.4826 5.0571

]
, F21 =

[
4.2746 17.4241

]
and F22 =

[
−0.7969 3.7396

]
. Figure 2 shows state

responses of the open-loop and close-loop systems, it is clear
that our controller can make the uncertain system admissible,
which demonstrates the effectiveness of Theorem 3.2.

V. CONCLUSION

This paper investigates the admissibility analysis and robust
stabilization via state feedback for TSFDS with uncertainties.
The system contains different derivative matrices and different
MFs, which presents a wider class of systems. An augmented
system equivalent to the original system is presented to deal
with derivative matrices and uncertainties are reformulated into
a new equivalent form which can be conveniently handled.
Based on a non-quadratic fuzzy Lyapunov function, the ad-
missibility analysis and robust stabilization conditions via state
feedback are derived. All the conditions are expressed as strict
LMIs, which can be easily solved with available solvers. Since
only one specific uncertainty for TSFDS is considered in this
paper, i.e., Assumptions 3.2, our future work will mainly focus
on other forms of uncertainties and various controller design
problems.

APPENDIX

The following results are used in this paper:
Lemma 1 [8]: Suppose that for a given piecewise continuous

matrix A(t) ∈ Rn×n. If there exist a bounded time varying
matrix P (t) ∈ Rn×n and a scalar α > 0 satisfying

AT (t)P (t) + PT (t)A(t) ≤ −αI (40)

for all t, then A(t) is invertible and A−1(t) is bounded.
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Fig. 1. Trajectories of nominal system.
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Fig. 2. Trajectories of uncertain system.

Lemma 2 [20]: For a given matrix Ê ∈ Rn×n, the solution
X of the matrix equation ÊX = XT ÊT is

X =
(
I −

(
Ê−Ê

))
J +

(
Ê−Ê

)
KÊT (41)

where Ê− is the generalized inverse of Ê, J ∈ Rn×n is an
arbitrary matrix and K ∈ Rn×n is a symmetric matrix.

Lemma 3 [9]: Given a matrix A ∈ Rn×n and a symmetric
matrix T ∈ Rn×n, there exists an invertible matrix P ∈ Rn×n

such that
T + PTAT +AP < 0 (42)

if and only if there exist matrices H ∈ Rn×n and L ∈ Rn×n

such that [
T +HTAT +AH ∗
P −H + LTAT −L− LT

]
< 0. (43)

Lemma 4 [11]: For a given matrix Ê ∈ Rn×n with
rank(Ê) = q ≤ n, if there exist matrices P ∈ Rn×n and
X ∈ Rn×n satisfying

ÊP = PTÊT (44)

ÊP +W > 0 (45)



ÊX = XTÊT (46)

ÊP + ÊX +W > 0 (47)

where

W = U−1

[
0 0
0 In−q

]
U−T

and U, V ∈ Rn×n are invertible matrices satisfying

UÊV =

[
Iq 0
0 0

]
.

Then P and X satisfy

PTÊT = ÊP ≥ 0 (48)

ÊP + ÊX ≥ 0. (49)

Lemma 5 [21]: Let Gij be matrices of proper dimensions.
Then

r∑
i=1

r∑
j=1

hihjGij < 0 (50)

holds if the following conditions hold:

Gii < 0, i ∈ Ωr (51)

2

r − 1
Gii +Gij +Gji < 0, i, j ∈ Ωr, i 6= j. (52)

Lemma 6 [22]: Given any real matrices X , Y and positive
definite matrix S = ST ≥ 0, we have

XTY + Y TX ≤ XTSX + Y TS−1Y. (53)
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