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Abstract—One of the main challenges is the analysis of large
data sets, in particular those containing various types of data,
such as time, place, image, and those assuming categorical values.
This type of data may contain numerous outliers. Despite the
continuous development of data analysis, many methods can be
effectively improved, in particular through the use of efficient so-
lutions based on fuzzy set technologies. In this paper, we analyze
the improvement of a well-known method, i.e. Isolation Forest,
for which we introduce an innovative modification, referred to
as the Fuzzy Set-Based Isolation Forest.

Index Terms—isolation forest, membership value, fuzzy set-
based isolation forest, outlier detection, anomaly score

I. INTRODUCTION

Contemporary data analysis brings many critical problems
for the development of societies and business organizations.
One of them is the analysis of the integrity of large data
sets, in particular the search for anomalies and the so-called
outliers in these collections. These types of data irregularities
can have different origins, e.g., they can be incorrectly entered
”manually” by users, added randomly as a result of erroneous
implementations (e.g. through data format), or have significant
variations in amplitude. Irregularities are not just mistakes.
They may have their sources in, for example, extortion at-
tempts or hacker attacks. In view of such a wide range of
speeches, the use of effective methods, often oriented to a
given subject field, seems to be a key task.

One of the important branches of applications is the anal-
ysis of transportation data. Modern logistics processes are
oriented towards optimizing delivery costs and minimizing
transportation time. These goals can be achieved on the basis
of reliable analysis of historical data not affected by errors or,
in a broader sense, by anomalies. Such data are particularly
susceptible to errors, because human error often occurs during
their acquisition. In addition, they are mixed (categorical data
on types of shipments and cargoes, time series containing
information on individual stages of the journey, and, finally,

Funded by the National Science Centre, Poland under CHIST-ERA pro-
gramme (Grant no. 2018/28/Z/ST6/00563).

various quantitative data). On the one hand, they are char-
acterized by significant repeatability; on the other, individual
transports often differ in small details and it is difficult to
determine whether a given historical record contains erroneous
values, apart from obvious errors such as negative times or
fields not filled with any data.

We recall the most important results regarding the de-
tection of anomalies, reported in the literature. Classic ap-
proaches were based on k-nearest neighbor algorithm [1]–
[3] or Isolation Forest [4], [5] (see the next section) and its
enhancements [6]–[8] built upon binary search trees learned
on samples of a dataset. Other methods incorporate kernels
[9], support vector machines [10], autoencoders [11], self-
organizing maps [12], or long-short term memory [13]. Also
many approaches were based on DBSCAN algorithm [14]–
[16], Fuzzy C-Means (FCM) [17]–[19], or fuzzy C-medoids
[20]. Very comprehensive surveys are present in [21]–[24].
Here, it is worth to mention also a few works dedicated to
anomaly or outlier detection in transportation. The methods are
manifold embedding [25], spatial-region-based and perimeter-
based metrics [26], cascaded clustering schemes [27], multi-
channel singular spectrum analysis [28], sparse processing
[29], FCM [30], or scene modeling [31].

The main objective of this work is to propose a new, ex-
tended and innovative version of the aforementioned Isolation
Forest algorithm based on the analysis of the degrees of
belonging (membership) of attributes of individual records to
clusters (nodes) resulting from the division of trees on the basis
of which the forest is built. The memberships are determined
on the basis of distance from the so-called middle of the
cluster, i.e. the average value of the attribute. The advantages
of this approach include the fact that it is very intuitive, and,
as experiments show, returns almost zero membership value
for abnormal data. Moreover, the function constructed in such
a way that returns the degree of anomaly does not require the
use of a complicated standardization formula [4], [5]. Finally,
the method’s execution time does not exceed, and in some
cases is even shorter than the classical method. Moreover, we
are interested in an application of our version of Isolation
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Forest, namely, Fuzzy Set-Based Isolation Forest (FSBIF), to
the problem of anomaly detection in transportation datasets.

The structure of the paper is as follows. In Section II, we
recall a concept of Isolation Forest approach. In Section III
proposed is its enhancement based on the membership concept.
Section IV covers the results of numerical experiments with
artificial and transportation databases. Finally, conclusions and
future work directions are discussed in Section V.

II. ISOLATION FOREST

Isolation Forest [4], [5] is generally built through two
general steps. The first is training on a basis of binary search
trees building. The trees are constructed based on samples of
the overall dataset D. The second step is scoring which is
realized on a basis of searching these binary search trees. The
arguments here are all the records contained in D. Assume
that r is a number of all the records in D, each of them
has q attributes. Let the number of binary search trees be b
and the number of samples generating these trees be n. Then,
obviously, the samples are xi, i = 1, 2, . . . , n. Such a binary
decision tree is built in the following way. On a basis of the
subsample set X , the attribute B is randomly chosen, and its
value is also chosen in a random way. This is a threshold
(cutoff) value t dividing the set of this attribute’s values onto
two subsets related to two nodes of the root. It is worth to note
the randomness of the threshold. Next, again, for the subsets,
attributes and their values are randomly found with preserving
of the filter values obtained at the earlier divisions.

The second stage of Isolation Forest is devoted to scoring
the anomaly value. Each of the elements of the original dataset
D is an input to the tree searching algorithm and the final
anomaly score is [4], [5]:

s (x) = 2−E(x)/C(n) (1)

where
C (x) = 2H (x− 1)− 2 (x− 1) /x (2)

where
H (x) = ln (x) + 0.5772156649 (3)

and E (x) is a sum of all the search lengths when tracing
all the binary search trees while this sum is enlarged by the
value of C with argument being the number of elements in the
reached node if the maximal depth of a tree is reached. Here,
one has to set a maximal depth of a tree which is suggested
to be a ceil of log2 n. C (x) plays the role of normalizing
function, where H (x) is a harmonic operator, see [32], where
the consideration of searching binary trees was presented.

III. ENHANCEMENT OF ISOLATION FOREST

In response to such a rather complicated process of building
a tree and finding the value of anomalies, we propose the
following modification of the algorithm. In the first stage of
the above method, we always determine the average value
of m from all the values of the chosen attribute located in
the filtered cluster. This value is saved in a memory with the
corresponding node. Then, in the second stage, the degree of

membership to the cluster constructed in such a manner is
calculated as

p (x) = 1− d (x,m) /d (m,mL) (4)

when x < m and

p (x) = 1− d (x,m) /d (m,mH) (5)

otherwise. This construction is taken directly from the concept
of the triangular membership function, where m is a modal
value. Here, mL and mH are the lowest and highest boundary
of a cluster, respectively. It is worth noting that when con-
structing the binary search tree, at the beginning these values
are the minimal or maximal of a set. After the consecutive
divisions of subsamples the values are respectively higher or
lower, if the filters coming from the divisions appear.

The final anomaly score is the sum of all memberships at
each node and after searching all the trees the average value is
found. Of course, when some node is empty, the membership
is zero at this node.

An example of a process of membership finding is presented
for a simplified subset of data in Fig. 1. The point for which
an anomaly score is calculated is (x, y) = (0.7, 0.6). The
first division of a set occurs at the vertical line (0.5). Next,
the yellow set’s center (#1) is at point x = 0.8. Then, the
membership is p = 2/3. The center (#2) of the red set is at
y = 0.3. Then, p = 1/4. In the green area the point (x, y)
is a singleton, so the membership is not calculated (as it is
obviously 1). The final anomaly score is 2/3 + 1/4 = 11/12.

Fig. 1. The process of membership finding.

For the sake of order, we supplement the text with an
overview illustration of the binary search tree in the classic
Isolation Forest on a basis of divisions coming from the above
example, see Fig. 2. Here, the trace length is 2 and this
is the argument of the function E. Moreover, pseudocodes
of training the binary search trees and anomaly scoring are
presented in Algorithm 1 and Algorithm 2 code lines.

IV. EXPERIMENTAL RESULTS

Here, we discuss the results of numerical experiments
with Isolation Forest and its fuzzy set-based counterpart. We



Fig. 2. Binary tree searching.

Algorithm 1 Algorithm for training
Input: D - dataset, r - number of all the records in D, q –

number of attributes, b - number of binary search trees, n
- number of samples generating trees

Output: a set of binary trees out
1: height limit l = ceiling (log2 n)
2: for i = 1 to b do do
3: for j = 1 to n do do
4: randomly choose xj from the set D
5: end for
6: build binary search tree T [4] on a basis of samples

x1, . . . , xn

7: for each node w in T do do
8: wmemb = average value of the distances of the points

belonging to the node on a basis of (4) or (5)
9: end for

10: end for
11: return return forest of binary trees

Algorithm 2 Algorithm for scoring
Input: x - an element of D, l - path length, r, n, wmemb for

each node (see alg. 1)
Output: s - anomaly score of x out

1: s = 0
2: for i = 1 to r do do
3: for j = 1 to n do do
4: randomly choose xj from the set D
5: traverse the jth tree T
6: for each traversed node w in nodes of T do do
7: s += wmemb

8: end for
9: end for

10: end for
11: return score s

consider two datasets, namely (i) an artificially generated two-
dimensional dataset containing 100, 200 points, and (ii) the
data coming from the set New York City Taxi Trip Data
[33] containing records of New York taxi travels including
geographical coordinates. We have used 737, 462 non-empty
records here. In all the series of experiments, the number of
decision trees is 100, the number of samples of the dataset
building the decision trees is 128, and the maximal depth is
set to 9, as recommended in [4], [5].

A. Artificial Dataset

The artificial dataset was created to place the most of the
points inside selected geometrical figures while the rest of
the points are located outside of them. Therefore, it is easy
to observe the efficiency of the two compared methods. The
methods clearly differ in performance. Isolation Forest (see,
Fig. 3) tends to suspect points located between figures as
the outliers or anomalies. However, all the points at the plot
are of relatively similar color. Finally, the boundary points of
the figures are evaluated as abnormal. The Fuzzy Set-Based
method is performing well for the outside points (see, Fig. 4).
However, it classifies the points located between the figures as
close to normal. However, the boundary points of the figures
are not classified as abnormal.

Fig. 3. The results of Isolation Forest (artificial dataset).

B. Taxi Database

Next dataset being analyzed is the publicly available New
York City Taxi Trip Data [32]. The results presented in Fig. 5
show that the most isolated points according to Isolation Forest
method are relatively close to New York while Fuzzy Set-
Based Isolation Forest marks the points far from NY (located
in Asia) as the 1000 most isolated, see Fig. 6. They are not
seen by Isolation Forest. The next two figures, namely Fig. 7
and Fig. 8, present the results with lower levels of anomaly
scoring. All the points located outside of the blue dots should
be more or less isolated. Classic Isolation Forest marks them as
abnormal. However, many of them are less abnormal (marked



Fig. 4. The results of Fuzzy Set-Based Isolation Forest (artificial dataset).

Fig. 5. Top 1000 of the most isolated points according to Isolation Forest
method.

purple). Fuzzy Set-Based IF classifies them more clearly as
anomalies, see Fig. 8.

The correlations for the Isolation Forest (IF) and Fuzzy Set-
Based IF (FSBIF) are presented at Table I. It follows that the
rankings of both methods are relatively convergent. The values
of both methods are almost perfectly negatively correlated,
i.e. as one increases, the other decreases. This is in line with
expectations because these methods have inverted scales.

Comparing ranks (sorting based on the degree of isolation
- the higher the rank, the lower the isolation, i.e., rank 1 is

Fig. 6. Top 1000 of the most isolated points according to the Fuzzy Set-Based
Isolation Forest.

Fig. 7. The results for the neighborhood of New York (Isolation Forest).

Fig. 8. The results for neighborhood of New York according to Fuzzy Set-
Based Isolation Forest.

for the most isolated point), it turns out that in the case of
standard ranking for the Isolation Forest method, all 121 points
with the rank less or equal 100 are distant from Times Square
on Manhattan at least 10 miles but not more than 50 miles.
Whereas for the Fuzzy Set-Based Isolation Forest method all
points (100) with a rank of at most 100 are at least 1000
miles away from the Times Square. This clearly shows the
superiority of the proposed method over the compared.

For points distant from Times Square by at least 1000 miles,
the rank distribution is shown in Fig. 9 and Fig. 10 for the
Isolation Forest and Fuzzy Set-Based Isolation Forest methods,
respectively. As one can observe, all these points received the
highest degrees of isolation in the case of FSBIF approach,

TABLE I
CORRELATIONS FOR THE TAXI DATASET

I II III IV V VI
An. score IF (I) 1 -0.13 -0.97 -0.85 -0.2 0.04

An. score FSBIF(II) -0.13 1 0.13 0.2 -0.12 -0.96
Rank (IF) (III) -0.97 0.13 1 0.82 0.3 -0.04

Rank (FSBIF) (IV) -0.85 0.2 0.82 1 -0.29 -0.08
Diff. in rank (V) -0.2 -0.12 0.3 0.29 1 0.08
Dist. T. Sq. (VI) 0.04 -0.96 -0.04 -0.08 0.08 1



while for the IF method relatively low degrees.

Fig. 9. Ranking distribution for points distant from Times Square at least
1000 miles (Isolation Forest).

Fig. 10. Ranking distribution for points distant from Times Square at least
1000 miles (Fuzzy Set-Based Isolation Forest).

C. Execution Times

It is worth to mention the execution times of the method IF
and FSBIF. The experiments were conducted using standard
computer 64-bit architecture with 2.4GHz processor, 16GB
RAM, and implemented with C++ language. It is easy to see
from Table II that beside the effectiveness the FSBIF is also
fast.

TABLE II
EXECUTION TIMES OF IF AND FSBIF

Method Artificial dataset Taxi Database [33]
Isolation Forest 11.023 s 55.997 s

Fuzzy Set-Based IF 1.152 s 7.298 s

V. CONCLUSIONS AND FUTURE WORK

In the study, we have proposed a novel and efficient en-
hancement of the well-known Isolation Forest method used
to find anomalies and outliers in the datasets. The proposed
approach is based on the distance from the center of analyzed
(during the binary search tree tracing) cluster. Such way of
finding anomaly scores is intuitive and fast. The series of ex-
periments have shown the potential of the method. Therefore,
it is worth to investigate it further.

With regard to the future directions of the study, it is worth
to consider using fuzzy clustering to obtain the properties of
the nodes of a binary search tree or engage more sophisticated
approaches using Granular Computing method to analyze the
attributes of the dataset records in a global and comprehensive
way. Moreover, we are going to comprehensively compare
our approach with other propositions and find the possibilities
of merging it with other methods presented in the recent
literature. Finally, we are going to test Fuzzy Set-Based
version of Isolation Forest with other than artificial datasets.
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