A Competitive Swarm Algorithm for Image Segmentation Guided by Opposite Fuzzy Entropy
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Abstract—This paper proposes an alternative multilevel thresholding (MLT) image segmentation method by improving the behavior of the grasshopper optimization algorithm (GOA). This is achieved by using the operators of the sine-cosine algorithm (SCA) to work in a competitive manner with the operators of traditional GOA. This will lead to enhance the quality of the solutions during the updating process that will affect the convergence of the proposed GOASCA towards the global solution. In addition, the proposed GOASCA aims to minimize the difference between the fuzzy entropy and its opposite fuzzy entropy that is used as a fitness function to evaluate the quality of the solution. This objective function gives the GOASCA to explore the whole search space. To assess the quality of the obtained threshold values by GOASCA, a set of eight images are used which have different characteristics. Moreover, the results of GOASCA are compared with a set of well-known MLT image segmentation approaches, and these results have shown the high quality of GOASCA to segmented the image, as well as, shown that the current objective function provides results better than the traditional fuzzy entropy in terms of the performance measures of image segmentation.

Index Terms—Opposite fuzzy set; Image segmentation; Grasshopper optimization algorithm; Sine-cosine algorithm.

I. INTRODUCTION

In recent years, image segmentation methods received more attention since they established their performance in different applications as a pre-processing step. For example, medical diagnosis [1], agricultural [2] and satellite image processing [3]. The main aim of any image segmentation method is to divide the image into different sets of groups with similar information such as texture, contrast, gray level, brightness, and color.

There are several image segmentation techniques have been applied including edge detection [4], clustering algorithms [5], threshold segmentation [6], and region extraction [7].

Meanwhile, the thresholding techniques are the most used segmentation methods since they provide better results and are easier to implement than other approaches. The thresholding image segmentation methods can be classified into two categories, the bi-level, and multi-level segmentation. In the bi-level group, the image is segmented into two classes, while, the multi-level category aims to split the image into a different number of classes (more than two) [5]. Since, the images in most of the real-world applications contain objects divided into more than two groups, the bi-level thresholding image segmentation methods become unsuitable. Therefore, the multilevel thresholding (MLT) techniques have been used wider than bi-level methods.

Most of the image segmentation based on MLT methods use the image histogram as an input to determine the thresholds by maximizing/minimizing the objective functions, for example, fuzzy entropy, Kapur’s entropy, Renyi entropy, and Otsu’s variance. However, the traditional MLT methods suffer from some limitation such as they require more computational time to determine the suitable threshold values. To address these issues, several meta-heuristic (MH) methods have been applied such as, the firefly optimization algorithm (FA) [8], harmony search (HS) algorithm [9], honey bee mating optimization (HBMO) [10], artificial bee colony (ABC) [11], whale optimization algorithm (WOA) [12], and moth-flame optimization (MFO) [13].

Ahmadi et al. [14] developed an MLT method by using a modified bird mating optimization (BMO). This algorithm uses the differential evolution (DE) to improve the segmentation process and it has been assessed using eight images. This approach established its performance over other methods. Chakraborty et al. [15] applied the enhanced elephant herding optimization (EHO) to find the threshold values by combining...
EHO with the dynamic Cauchy mutation (DCM), as well as using the opposite-based learning (OBL) to improve the performance of solutions. Mousavirad et al. [16] presented the Human Mental Search (HMS) as MLT method and used the Otsu and Kapur as fitness functions to assess the quality of the solutions. Chakraborty et al. [17] introduced a modified particle swarm optimization (PSO) named IPSO to determine the threshold values using the minimum cross-entropy as a fitness function. This algorithm is applied to grayscale images and its performance is better than the other methods including PSO, cuckoo search (CS), ABC, and GA. Elaziz et al. [13] proposed the whale optimization algorithm (WOA) and the moth-flame optimization (MFO) as MLT image segmentation and used the Otsu as fitness function and the results established the high performance of the MFO over the WOA. Also, a modified salp swarm algorithm (SSA) based on MFO is proposed in [18] to improve the performance of the segmentation and used fuzzy entropy as a fitness function to evaluate the quality of solutions. There are several other MLT image segmentation techniques [19]–[21]. However, these methods have some limitations that can affect the quality of the segmentation process. These limitations result either from the problems of MH methods such as stagnation at local optima since they don’t have a good balance between exploration and exploitation. In addition, the limitations come from the fitness function itself. This motivated us to develop an alternative MLT technique based on the concept of the fuzzy opposite set [22] and the competitive behavior between the grasshopper optimization algorithm (GOA) [23] and sine-cosine algorithm (SCA) [24].

In general, the GOA [23] is MH which simulates the behavior of grasshopper and it has been applied to several applications according to this simulation. For example, renewable energy [25], among others [26], [27]. Moreover, the SCA [24] that is considered as mathematical-based MH techniques uses the two mathematical functions called sine and cosine to update the solutions. SCA is applied to different fields including Breast Cancer Classification [28], Economic and emission dispatch problems [29] and others [30].

In addition, the opposite fuzzy set (OFS) [22] is applied to determine the threshold value to segment the image according to finding the opposite value for the parameters of the membership function. Using the concept of OFS reduces the uncertainties unlike the other methods that don’t depend on the opposition to have a degree of certainties.

The proposed GOASCA MLT image segmentation starts by determining the parameters such as a number of solutions and the maximum number of iterations, followed by receiving the image and calculate its histogram. Thereafter, a set of agents is generated which have integer values depending on the value of the histogram, then the quality of each agent will be evaluated using the difference between the fuzzy entropy and its opposite, followed by determining the best solution which has the smallest fitness value. The next step is to update the solutions using either the operators of GOA or SCA according to the probability of the fitness value for each agent. The steps of updating the agents are repeated until reaching the maximum number of iteration that used as stop conditions. The output of the proposed GOASCA is the best solution that represents the threshold values that will be used to segment the image. To the authors’ knowledge, no other works have been introduced to improve the GOA by using the operators of SCA nor any image segmentation technique based on MH method used the difference between the fuzzy entropy and its opposite as fitness function yet.

The main contribution of the current study can be summarized as follows:

1) Develop an alternative multilevel image segmentation method based on improving the grasshopper optimization algorithm (GOA).
2) Enhance the performance of the GOA by using the SCA in a competitive manner.
3) Develop fitness function based on the fuzzy entropy and its opposite value for evaluate the quality of each agent inside the population.
4) Evaluate the quality of GOASCA using eight images and compare them with a set of other image segmentation approaches.

The structure of the rest sections of the paper is as follows. In Section II, the description of the basic information about the MLT problem, GOA, and SCA are introduced. Section III introduces the proposed GOASCA approach. Section IV introduces the experiment and the discussion of the results. Finally, Section V concludes the paper and presents some of the future works.

II. BACKGROUND

A. Definition of MLT Problem

In this section, the definition of the MLT problem is introduced by assuming the image \( I \) has a set of \( K+1 \) groups and the main objective of the MLT approach is to find a set of \( K \) threshold values that split \( I \) into its group. This can be formulated using the following equation:

\[
\begin{align*}
C_0 &= \{I_{ij} \mid 0 \leq I_{ij} \leq t_1 - 1\}, \\
C_1 &= \{I_{ij} \mid t_1 \leq I_{ij} \leq t_2 - 1\}, \\
&\cdots \\
C_K &= \{I_{ij} \mid t_K \leq I_{ij} \leq L - 1\}
\end{align*}
\]  

(1)

where \( C_k, k = 1, 2, ..., K \) represents the \( k \)-th group if image \( I \), while the gray value is given by \( I_{ij} \) and \( L \) refers to the maximum gray value of \( I \). Therefore, the MLT problem is given as in Eq. (2) which considered as minimizing optimization problem

\[
t^*_1, t^*_2, ..., t^*_K = \arg \min_{t_1, ..., t_K} \text{Fit}(t_1, ..., t_K)
\]  

(2)

\( \text{Fit} \) is the objective function and there are several functions can be used, however, we used the concept of opposite fuzzy set to form the objective function and it is defined in the following section.
B. Opposite Points and Opposite Fuzzy Sets

Let \( X = [x_1, x_2, \ldots, x_n] \) be a point in an \( n \)-dimensional space, where \( x_i \in [X_{i_{\min}}, X_{i_{\max}}] \in \mathbb{R} \). The type-I opposite point \( \overline{X} = [\overline{x}_1, \ldots, \overline{x}_n] \) is then completely defined where [22]:
\[
\overline{x}_i = X_{i_{\max}} + X_{i_{\min}} - x_i
\] (3)
The set \( \overline{A} \) with membership function \( \mu_{\overline{A}}(x) = f(x; \overline{\alpha}, \overline{\sigma}) \) is type I opposite of the set \( A \) with membership function \( \mu_A(x) = f(x; \alpha, \sigma) \), if \( \overline{\alpha} \) and \( \overline{\sigma} \) are type I opposites of \( \alpha \) and \( \sigma \), respectively.

C. Objective function

In this section, we will formulate the objective function according to the Opposite Fuzzy Sets (OFS). In this study, the OFS will depend on the fuzzy entropy and it opposite. In general, the fuzzy entropy is defined as in Eq. (4) [31]:
\[
F_{it_{FE}}(t_1, \ldots, t_K) = \sum_{k=1}^{K} H_k
\] (4)
\[
H_k = -\sum_{i=0}^{K-1} \frac{p_i \times \mu_i(k)}{P_k} \times \ln \left( \frac{p_i \times \mu_i(k)}{P_k} \right), \quad P_k = \sum_{i=0}^{K-1} p_i \times \mu_i(k)
\] (5)
\[
\mu_1(l) = \begin{cases} 
1 - \frac{a_1}{d_i} & l \leq a_1 \\
0 & a_1 \leq l \leq c_1 
\end{cases}
\] (6)
\[
\mu_K(l) = \begin{cases} 
1 - \frac{a_K}{d_i} & l \leq a_K \\
0 & a_K \leq l \leq c_K-1
\end{cases}
\] (7)
In Eq. (7), the fuzzy parameters are given by \( a_1, c_1, \ldots, a_{K-1}, c_{K-1} \) and \( 0 \leq a_1 \leq c_1 \leq \ldots \leq a_{K-1} \leq c_{K-1} \). The threshold \( t_k = \frac{a_k + c_k}{2}, k = 1, 2, \ldots, K-1 \).

Therefore, by applying type I opposite to Eq. (4), we will obtain the opposite fuzzy entropy \( F_{it_{OFE}} \) and the objective function is defined as in Eq. (8) which represents the difference between \( F_{it_{FE}} \) and \( F_{it_{OFE}} \).
\[
F_{it_{G}} = \left| F_{it_{OFE}} - F_{it_{FE}} \right|
\] (8)
where \(|.|\) represents the absolute value of the distance between the two functions.

D. Grasshopper Optimization Algorithm

Saremi et al. [23] adapted the life cycle of the grasshopper pests as an inspiration for his new optimizer algorithm named Grasshopper Optimization Algorithm (GOA). The natural development of the grasshoppers’ life passes by three stages first is an egg then a nymph and finally an adulthood. The features of grasshoppers in each stage are different, where they jump and move in rolling cylinders with small steps and slow movement, besides eating all the vegetables/fruits that found in their way in the nymph phase. While grasshoppers tend to fly for a long distance in a swarm with an abrupt movement in the adulthood age. These features can be modeled mathematically by accounting the location of Grasshopper \( (X_i, i = 1, 2, \ldots, N) \) as [23]:
\[
X_i = S_i + G_i + A_i \tag{9}
\]
where \( S_i \) represents the social interaction of \( X_i \) and it is formulated as:
\[
S_i = \sum_{j=1, i \neq j}^{N} s(d_{ij})d_{ij}, \quad d_{ij} = |X_i - X_j| \tag{10}
\]
where \( d_{ij} \) denotes the distance between the \( i \)th and \( j \)th solutions; the \( s \) illustrates the strength of social forces function and it is determined as:
\[
s(y) = fe^{-y} - e^{-y} \tag{11}
\]
In Eq. (11), \( l \) and \( f \) are the attractive length scale and intensity of attraction, respectively. In Eq. (9), the \( G_i \) and \( A_i \) indicate wind advection and the gravity force of \( X_i \), respectively and are determined as [23]:
\[
G_i = -g\hat{e}_g, \quad A_i = u\hat{e}_w \tag{12}
\]
where \( g \) and \( u \) are constant values of the gravitational and drift, respectively; whereas \( e_w \) and \( e_g \) are the direction of the wind and the unity vector towards the center of the earth respectively. Followed [23], Eq. (9) cannot be used directly and it is reformulated as in Eq. (13)
\[
X_i = c(\sum_{j=1, i \neq j}^{N} e\frac{ub - lb}{2}s(|X_j - X_i|d_{ij})X_j - X_i) + T_d \tag{13}
\]
where \( ub \) and \( lb \) are the low and the high boundaries; while \( T_d \) is the value of the best solution obtained so far. However, in Eq. (13), the authors assumed that the gravity and the wind direction are always considered towards \( T_d \). The \( c \) is a decreasing coefficient to shrink the comfort zone, repulsion zone, and attraction zone as:
\[
c = c_{max} - t \frac{c_{max} - c_{min}}{t_{max}} \tag{14}
\]
where \( c_{min} = 0.00001 \) and \( c_{max} = 1 \) are the minimum value and the maximum value of \( c \), respectively. The \( t \) and \( t_{max} \) refer to the current generation, and the total number of generation, respectively.

The steps of the GOA is illustrated in Algorithm 1.

**Algorithm 1** The GOA Algorithm [23]

1. Initialize the value of the parameters such as population size (\( N \)), \( t_{max}, c_{min}, \) and maximum number of iteration (\( t_{max} \))
2. Generate a random population (\( X \))
3. Set the current iteration \( t = 1 \)
4. **while** (\( t < t_{max} \)) **do**
5. Compute the function value \( f \)
6. Select the best solution \( \hat{T}_d \)
7. Update the value of \( c \) using Eq.(14)
8. **for** \( i = 1 : N \) **do**
9. Normalize the distance between the solutions in \( X \) in the interval [1,4].
10. Update \( X_i \) in \( Z \) using Eq.(13)
11. **end for**
12. \( t = t + 1 \)
13. **end while**
14. Return \( \hat{T}_d \).
where \( \alpha \) agents. Then the initial value for a set of \( N \) agents using this information to form the search space for the segmentation method has four phases which are illustrated in Fig. 1. In the proposed method, the SCA is used to enhance the operators of GOA or SCA according to the probability achieved by using the operators of the two techniques in combination.

This phase begins by computing the fitness value of each agent \( X_i \) of this performed through two steps. Firstly, compute the Fuzzy entropy (\( \text{Fit}_{FE} \)) as defined in Eq. (4). Secondly, Compute the opposite of fuzzy entropy (\( \text{Fit}_{OFE} \)) by computing the opposite for the current solution \( X_i \) which represents the parameters of the membership function. Followed by compute the difference between \( \text{Fit}_{OFE} \) and \( \text{Fit}_{FE} \) which considered the main objective (\( \text{Fit}_G \)) used in this study as defined in Eq. (8).

This phase starts by determining the best agent (\( X_b \)) which has the smallest fitness value (\( \text{Fit}_b^G \)). Next, the probability of each agent is computed using the following equation.

\[
\text{Prob}_i = \frac{\text{Fit}_i^G}{\sum_{i=1}^{N} \text{Fit}_i^G} \quad (18)
\]

respectively. \( \text{floor}(x) \) is used to find the integer value of \( x \) since the threshold value is integer value.

### III. PROPOSED GOASCA METHOD

The framework of the proposed MLT image segmentation approach based on a competitive swarm algorithm is given in Fig. 1. In the proposed method, the SCA is used to enhance the convergence of the GOA towards the global solution. This achieved by using the operators of the two techniques in competition scenario through updating the solutions using either the operators of GOA or SCA according to the probability of the fitness value. The proposed GOASCA MLT image segmentation method has four phases which are illustrated in the following sections with more details.

#### A. Initial phase

The GOASCA starts by computing the histogram of image \( I \) and using this information to form the search space for the agents. Then the initial value for a set of \( N \) agents (\( X_i \)) is constructed using Eq. (17):

\[
X_i = \text{floor}(lb_i + \alpha_i \times (ub_i - lb_i)), \quad i = 1, 2, ..., N \quad (17)
\]

where \( \alpha_i \in [0, 1] \) refers to a random number, while \( lb_i = 0 \) and \( ub_i = 255 \) are the boundaries of the search domain,

#### B. Evaluating phase

This phase involves testing each solution \( X_i \) by using the membership functions. The probability of the best agent (\( X_b \)) using Eq. (18) and \( r_P \) using Eq. (20) for each solution.

#### C. Updating phase

The optimization using the following equation [24]:

\[
\gamma(t) = \frac{\sigma}{t_{\text{max}}} \gamma_1 \quad (16)
\]

where \( \sigma \) represents a constant. The SCA aforementioned steps are repeated until achieving the termination criteria. The final steps of SCA are discussed in Algorithm 2.

**Algorithm 2** The SCA Algorithm

1: Generate a set of \( N \) random solutions which have dimension \( D_X \).
2: while \( t < t_{\text{max}} \) do
3: Calculate the fitness value \( \text{Fit} \) for each solution.
4: Find the best solution \( X_b \) that has \( \text{Fit}_b \).
5: generate random variables \( \gamma_i, i = 1, 2, 3, 4 \).
6: Using Eq. (20) to update each solution.
7: end while
8: Output: The best solution \( X_b \).

**Fig. 1:** The Framework of GOASCA method.
operators of GOA will be used. This process can be formulated as:

\[ X_i = \begin{cases} SCA & \text{if } \text{Prob}_i < r_p \\ GOA & \text{otherwise} \end{cases} \]  
(19)

\[ r_p = \min_{\text{Prob}} + r_1 \times (\max_{\text{Prob}} - \min_{\text{Prob}}), \ r_1 \in [0, 1] \]  
(20)

where \( \min_{\text{Prob}} \) and \( \max_{\text{Prob}} \) represents the minimum and maximum value, respectively, of the \( \text{Prob.} \)

D. Terminal phase

The steps of the two previous phases (i.e., evaluating and updating) are performed again until the stop conditions are reached. The proposed method uses the total number of iterations as stop condition to evaluate the quality of the segmented image using the obtained best solution \( X_b \).

IV. EXPERIMENT

A. Dataset Description

In this section, the information about a set of eight images that will be used to assess the quality of the proposed method is introduced. These images have different characteristics and this observed from the histogram of each image as given in Fig. 2.

B. Performance Measures

The quality of the segmented image using the threshold values that obtained by the proposed method is evaluated using a set of metric including the Peak-to-noise-ratio (PSNR), and Structural Similarity Index (SSIM).

1) PSNR: This metric is used to compute the difference between \( I \) and its segmented image \( I_{seg} \) as formulated in Eq. (21).

\[ \text{PSNR} = 20 \log_{10} \left( \frac{255}{\text{RMSE}} \right), \ (\text{in dB}) \]  
(21)

\[ \text{RMSE} = \sqrt{\frac{\sum_{i=1}^{N} \sum_{j=1}^{M} (I_{ij} - I_{seg_{ij}})^2}{N \times M}} \]  
(22)

where \( M \) and \( N \) are the number of rows and columns of \( I \), respectively.

2) SSIM: This measure used to find the similarity between \( I \) and \( I_{seg} \). and it is formulated as:

\[ \text{SSIM}(I, I_{seg}) = \frac{(2\mu_I \mu_{I_{seg}} + c_1)(2\sigma_{I,I_{seg}} + c_2)}{\left( \mu_I^2 + \mu_{I_{seg}}^2 + c_1 \right) \left( \sigma_I^2 + \sigma_{I_{seg}}^2 + c_2 \right)} \]  
(23)

where \( \mu_I \) (\( \mu_{I_{seg}} \)) and \( \sigma_I \) (\( \sigma_{I_{seg}} \)) refer to the mean intensity and the standard deviation of \( I(\text{Iseg}) \), respectively. While the covariance of \( I_{seg} \) and \( I \) is given by \( \sigma_{I,I_{seg}} \). The value of \( c_1 = 6.5025 \) and \( c_2 = 58.52252 \).

C. Results and Discussion

In this section, the performance of the proposed GOASCA is compared with four algorithms including CS, grey wolf optimization (GWO), GOA and SCA. The parameter setting for each algorithm is given in Table I.

The comparison results according to the OFS and fuzzy entropy are given in Tables II-III and they performed using three different threshold levels (i.e., 8, 17, and 19). These values are used since they represent high level of threshold and to assess the quality of the obtained solution. It can be noticed from Table II which depicts the PSNR value for each method depends on the two objectives functions the following

<table>
<thead>
<tr>
<th>TABLE I: Parameters setting.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Algorithm</td>
</tr>
<tr>
<td>GWO</td>
</tr>
<tr>
<td>GOA</td>
</tr>
<tr>
<td>SCA</td>
</tr>
<tr>
<td>CS</td>
</tr>
</tbody>
</table>

(a) Im1 (b) Histogram of Im1
(c) Im2 (d) Histogram of Im2
(e) Im3 (f) Histogram of Im3
(g) Im4 (h) Histogram of Im4
(i) Im5 (j) Histogram of Im5
(k) Im6 (l) Histogram of Im6
(m) Im7 (n) Histogram of Im7
(o) Im8 (p) Histogram of Im8

Fig. 2: Tested images and their histograms.
observations. Firstly, the GOASCA based on fuzzy entropy provides results better than the two traditional GOA and SCA overall the tested threshold levels and images except at Im2 level 8, where the SCA provides better results. This indicates that the combination between the two algorithms is better than using the operators of each algorithm alone. In addition, the performance of the GOASCA outperforms the GWO and CS which achieves the highest PSNR at twelve cases from twenty-four cases. Followed by the CS and GWO which allocates the second and third rank, respectively. Secondly, from the results of PSNR based on the OFS it can be observed that the proposed GOASCA still provides better PSNR values than others at ten images, followed by CS algorithm which has the best PSNR values at seven images. While, the performance of the GWO nearly the same with fuzzy entropy which achieves the highest PSNR value at six images, as well, GOA provides better PSNR than SCA.

Inspired by the results of SSIM as given in Table III, it can be seen that proposed GOASCA and GWO have the better SSIM value according to use the fuzzy entropy as fitness function. In general, the GOASCA allocates the first rank with fourteen cases from twenty-four, followed by the GWO algorithm with ten cases. While the other algorithms (CS, SCA, and GOA) not achieved the best SSIM value in any case. Moreover, from the results obtained by using the OFS as fitness function, it can be observed that the proposed GOASCA still outperforms the other algorithm which has the highest SSIM value at fifteen cases followed by CS with six cases. Meanwhile, the GWO allocates the third rank with three cases.

Moreover, Fig. 3 depict the average of the methods at each threshold levels and it can see from this Figure the following point. 1) The performance of the five algorithms (i.e., CS, GWO, GOASCA, GOA, and SCA) using OFS at all
the thresholds are better than maximizing the Fuzzy entropy. 2) the proposed GOASCA outperforms the other algorithms among all tested threshold levels. The main reasons for this high quality of the proposed GOASCA are using SCA in competitive manner with GOA to improve the quality of the solutions. In addition, the using difference between the fuzzy entropy and its opposite as fitness function give the MH algorithms high ability to find the near optima solutions in the search space.

Figures 4 depicts the obtained threshold values at level 17 which plotted over the histogram of Im6, in addition to, the segmented images at the same level. From this figure it can be seen the quality of the segmented image based on the threshold obtained from the GOASCA using the two objective functions (i.e., OFS and Fuzzy entropy).

From these results, it can be seen the high quality of the threshold values obtained by the proposed GOASCA over other methods. Moreover, the solutions obtained by OFS are better than using the fuzzy entropy function. This results from combining the opposition of the parameters of fuzzy entropy and its current value during the searching process. However, the proposed GOASCA still have some limitations such as it
can stuck at local optima since there are several parameters that need to be defined during the optimization process.

V. CONCLUSION

This paper proposed provides an alternative multilevel thresholding image segmentation approach using a modified version of the grasshopper Optimization Algorithm (GOA). The proposed approach depends on the sine-cosine algorithm (SCA) to improve the ability of GOA to find the optimal threshold value through allows the GOA and SCA to work in a competitive way. Moreover, the proposed GOASCA aims to minimize the difference between the fuzzy entropy and its opposite value. To evaluate the performance of the proposed GOASCA using these techniques, a set of experiments are conducted using eight images and compared with traditional SCA, GOA, CS, and GWO. The comparison results proved the high quality of segmented images based on the obtained threshold values using the proposed GOASCA in terms of PSNR and SSIM. In addition, the results showed that the objective function based on the difference between the fuzzy entropy and its opposite value outperforms using the fuzzy entropy as a fitness function.

According to the performance of the proposed GOASCA, it can be extended to other applications including feature selection, task scheduling in cloud computing, and other more complex problems in image segmentation. For example, color segmentation, multi-objective image segmentation.
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