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Abstract—Cancer treatment is extremely aggressive and, in
addition to causing considerable discomfort, can lead to death.
Therefore, identifying aspects related to treatment assertiveness
may be efficient for reducing the mortality rate of cancer patients.
This paper seeks to identify the prognosis of cancer treatment
survival through hybrid techniques based on the autonomous
fuzzification process and artificial neural networks. The public
dataset on cancer mortality is the source for conducting treatment
assertiveness rating tests. The hybrid model had its results
compared to other models present in the pattern classification
literature with superior accuracy and identification of people
likely to survive treatment (90.46%), and the fuzzy rules obtained
with the execution of the model corroborate the high assertiveness
of the model, even surpassing state of the art for the theme.

Index Terms—Fuzzy Neural Network, Breast Cancer, Cancer
Mortality, Lymph Node Rate.

I. INTRODUCTION

Breast cancer is a significant cause of female mortality
worldwide, mainly due to the aggressiveness of the disease
or late diagnosis [1]. Treatments for this type of the disease
are unpleasant, complicated, and do not always guarantee that
cancer will not spread to other parts of the body. Thus, several
researchers seek to understand the relationships present like
this complex problem to understand them and seek efficient
solutions to increase the chance of treatment success and,
consequently, the quality of life of women undergoing it
[2]. Research on the effectiveness of treatments in women
with breast cancer is growing at the same rate as cases
of malignancy worldwide. Consequently, there are medical
studies that are carried out jointly by medical teams and people
in the statistical or computational areas to reproduce intelligent
models capable of streamlining and modeling the efficiency of
breast cancer treatments. In science, investigations have been
conducted to judge psychosocial aspects and their connection
to treatment assertiveness, post-treatment effects, relationships,
and impacts on sleep disorders during cancer treatment [3].
Some studies assess the cognitive aspects of people who have
survived treatment [4]. Another line of research recently ad-
dresses aspects of comorbidities, age, and period of diagnosis-
influence treatment in the identification of early cancer [5]

and, finally, investigates the impacts of hormone replacement
for breast cancer cell growth in menopause.

Investigations on the effectiveness of breast cancer treat-
ments can address various social, economic, or women’s health
aspects. However, it is vital to highlight the role of research
based on data collected from specific patient groups. The
dataset used in the research of Teng et al. [6], evaluated
the breast cancer cases of 5,279 women with infiltrated duct
and lobular carcinoma. They were diagnosed from 2006 to
2010, and their data were obtained from the NCI SEER
Cancer Registry. The original study sought to use prognostic
modeling based on Bayesian inference. The main objective
of the research was to estimate the impact of the lymph
node ratio (LNR) on the survival of women who underwent
breast cancer treatments. For data evaluation purposes, was
applied the C-statistic with six methods 1, with high AUC
indices (AUC values > 0.7). However, despite the useful
results of the Bayesian approach in predicting breast cancer
survival, they were poorly interpreted, especially regarding
the existing correlations with the other collected dimensions
of the problem, such as age, for example. The studies con-
ducted by the authors evaluated three LNR factors with the
dimensions of the problem: estimated, measured, and without
LNRs. Notwithstanding, this kind of assessment makes the
interpretability of the problem confusing. It is not possible to
establish dynamic relationships between the problem and the
LNR features.

On the other hand, the analysis with estimated factors
in this paper aims to evaluate the prognostic value of the
LNR through a hybrid model capable of extracting knowledge
from the dataset. Thus, the model is expected to act with
the full dataset provided by Teng et al. [6]. The original
proposal used a Bayesian approach to these assessments
making a relationship between the predictor variables and

1-Classic Cox proportional hazards regression model.- Modification of
Therneau’s Coxph function, the Andersen-Gill model. - Random Survival
Forest. - Multi-Task Learning Model for Survival Analysis. - Bayesian
estimation regression model and the Bayesian approach, from the R-Cran
package [6].
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different levels of LNR. On the other hand, this paper seeks to
evaluate the relationships present in the dataset through a hy-
brid model that combines fuzzification techniques to identify
existing relationships and solve them through neural network
training. Thus, the model is capable of generating IF-THEN
rules capable of transmitting the existing relationships in the
studied database, allowing the results to be understandable and
without using Bayesian approaches to estimate parameters.
Fuzzy neural networks (FNN) have an efficient performance in
the extraction of characteristics and correlations in databases
linked to health treatments. Recently intelligent hybrid models
have been used in predicting assertiveness motor problems in
children [7] and fetal health monitoring [8]. Other models
worked with contexts of electroencephalography (EEG) [9]
and detecting autism in children [10], and adults [11], and
adolescents [12]. Finally, it solved problems in predicting
breast cancer, although using other evaluation criteria such
as resistin, glucose, age, and BMI proposed by Silva Araujo
et al. [13]. Therefore, such an approach can act assertively in
the identification of breast cancer Survival Prognosis through
Lymph Node Ratio Estimation analysis.

The main contribution of this paper is to bring other
evaluation dimensions to the lymph node ratio problem in
the survival involvement of women with breast cancer using
all features of the problem. Through the fuzzy rules to be
obtained, it is hoped that the relationships obtained can clarify
the existing correlations between the collected data and their
impacts on female mortality in such complex treatments. An-
other highlight of this work is to seek an intelligent approach
that can address the problem completely, thus seeking more
positive ways of treatment approaches and extend the survival
of people who are affected with breast cancer. It should also be
noted that the fuzzy rules obtained can create expert systems so
that oncologists have more computerized tools to assist in the
assessment and treatment of their patients. In addition to the
introduction, this paper introduces the section of theoretical
references (Section II), linked to the concepts of intelligent
models and related work on breast cancer. In section III, the
model used to solve the problem raised in the paper will be
presented to the reader, as well as the experiments, and their
results will be highlighted to the reader in section IV. Finally,
future work and conclusions about the activities performed in
the paper will be presented in Section V.

II. BREAST CANCER CONCEPTS

A. Breast Cancer Treatments And Its Efficiency

Studies on the effectiveness and impacts of breast cancer
survivors are diverse, exploring the emotional, body, and social
aspects. They have been going on since the late 1980s and go
to the present day. That has become an essential element in
research due to the worldwide mortality rate among women
and the exponential increase in cases in recent years [14].

A variety of conditions causes breast cancer — hereditary
factors, advanced age, reproductive context, hormonal, and
genetic. Of the highlighted factors, age is currently the factor
that most correlates with cancer incidence [14]. However, it

should be noted that there are behavioral factors that make
it possible to reduce the risk of breast cancer. Breastfeeding
and physical activity protect from pre and post-menopausal
breast cancer [15]. Breast cancer can also originate due to
uncontrolled exposure to ionizing factors.

With the evolution of science, treatments have become
less mutilating to the female body, and the use of individual
aspects to meet the specific needs of the women’s body was
designed to reduce pain and suffering during its execution.
Several factors interfere with the treatment of breast cancer,
mainly related to the time of its discovery. The breast cancer
prognosis depends on the disease extent (stage) as well as
the tumor characteristics (such as metastasis). The sooner
the disease is discovered in women, the higher their chances
of success in their treatment. Currently, the main treatments
involve chemotherapy, radiotherapy, breast removal, and re-
construction surgery, hormone therapy, among others, [16].
The type of treatment to use depends on the stage of breast
cancer, and the follow are the main stages and their correlated
treatment approaches [16]:

Stages I and II: Surgery usually occurs with the removal of
the tumor or breast. The applied method can also address the
maintenance of breast and nipple epithelial tissue to facilitate
breast reconstruction.

Stage III: They have localized tumors that are simpler
to identify because of their increased size. The approach
under these circumstances is linked to initial chemotherapy
treatment.

Stage IV: Treatment should balance the tumor response to
the most aggressive treatments and the possible prolongation
of patient survival, taking into account the potential side effects
of treatment.

B. Related works

The effectiveness of cancer treatment and patient survival
are factors commonly addressed by the scientific community
during related research on breast cancer. The identification of
correlations, determining factors for the survival of a woman
undergoing treatment, has become a preponderant element
in leading researchers worldwide [17]. Research has sought
to evaluate care for breast cancer survivors by identifying
sociodemographic and medical aspects [18]. Other studies,
as in the paper by Mcneely et al. [19] which addresses
a systemic review of the influence of exercise on cancer
treatment survivors. Studies in the 1990s already assessed
the long-term impacts on patients who survived treatment
by trials of radiotherapy [20]. Other studies have sought to
understand the relationship between cognitive performance
[4], lymphedema Symptoms measurement changes, and limb
treatment [21] for survivors.

III. AUTONOMOUS FUZZY NEURAL NETWORK

This paper proposes an autonomous fuzzy neural network,
as shown in Fig. 1. The FNN includes three layers where the
first is responsible for the fuzzification process, the second
build fuzzy rules, and finally, the third represents a neural



aggregation network. The main modification proposed in the
model is the use of an autonomous approach to the definition
of fuzzy neurons in the first layer of the model, acting as an
independent approach to fuzzification.

Fig. 1. Autonomous Fuzzy Neural Network Architecture

That is the first autonomous fuzzification hybrid model to
act as a fuzzy inference system in breast cancer problems.
Thus the rules found will be entirely based on the nature of
the problem data.

The following subsections will present the concepts in-
volved in the architecture of the constructed model represented
in Fig. 1.

A. First Layer: Autonomous Fuzzification Method

The first layer of the proposed model is composed of
fuzzy neurons formed by autonomous fuzzifying the prob-
lem’s samples. The use of fuzzy sets is used to determine
the degree of feature relevance of the problem to get the
expected outputs. Fuzzy processes applied to the input layer
of fuzzy models make it possible to create inference systems
based on logical rules. The most traditional approaches are
Grid-type partitioning, Clustering-based partitioning, and GA-
based partitioning [22]. This step provides fuzzy inputs to
one for the second layer of the model by processing a set
of IF-THEN rules, which are the knowledge representation
through linguistic expressions. Therefore, choosing a proper
fuzzification technique can allow only meaningful rules to be
generated about the problem evaluated. If the fuzzification
process is chosen incorrectly, model processing can lead to
sizeable computational processing.

The fuzzy neural network proposed in this paper considers
the fuzzification process through a non-parametric technique
capable of autonomously representing the maximum data
density locations, thus allowing the simple construction of
clusters representing fuzzy neurons in the first layer. Therefore
the process of handling model inputs can be viewed as an
autonomous, non-parametric procedure that is centered on the
nature of the data. That ensures that the fuzzy rules generated
correspond to the data to be evaluated, generating assertive
answers with a high degree of interpretation of the problem.
For each input variable (xij), a number of clouds are defined
Alj , l = 1... L, whose any clouds are the activation functions
of the corresponding neurons. Thus, the outputs of the first

layer are the membership degrees associated with the input
values, i.e., ajl = µA

l for j = 1... N and l = 1 ...L, where N is
the number of inputs and L is the number of clouds for each
input.

1) Autonomous fuzzification process: The ADPA technique
[23] was inspired by the approach proposed by Angelov et
al. [24], called the empirical data analysis (EDA) framework.
Therefore, the fuzzification method used in this paper ad-
dresses an evolution in traditional clustering techniques, mak-
ing them corresponding to the complexity of the data analyzed
and less parametric, since there is no need to define the number
of divisions or clusters needed to fuzzify the inputs pace. For
this, the technique acts on the problem data by evaluating four
recursively calculated parameters: the cumulative proximity,
the standardized eccentricity, the density, and the multimodal
typicality of the data evaluated in the problem [25].

EDA considers the input variables of the intelligent model
as x = {x1, x2, ..., xk} ∈ Rd, where the indices k indicate the
time instance at which the data point arrives. It can define
the set of unique data point locations in time instance k as
u= {u1, u2, ..., ul,} ∈ Rd and the corresponding number of
times that f1, f2, ..., fl different data points occupy the same
unique locations. Based on unique data point locations, it
is possible to reconstruct the data set x1, x2, ..., xk exactly
if necessary, regardless of the order of arrival of the data
points [25]. Based on this concept, the ADPA technique uses
distance, proximity, and formation of data clouds to involve
the concepts of cumulative proximity ((πu

k )) for the formation
of data clusters and, consequently, to determine the fuzzy
procedure of the fuzzy neural network. Mathematically, we can
write it as (1), where the distance (this paper considered the
Chebyshev distance [26]) between two single sites is defined
by d(ui, uj) [25]:

πu
k (ui) =

l∑
j=1

max |ui − uj |, i = 1, 2, . . . , l (1)

where l is the number of the unique data samples. Using the
definitions of Eq. 1, it defines local density as Eq. (2) [25].

Dk(xk) =

∑k
j=1

∑k
l=1max |ui − uj |

2k
∑k

l=1max |ui − uj |
(2)

The standardized eccentricity (εuk), and for the data point
locations (u) can be calculated by Eq. (3) [25].

εuk(ui) =
2πu

k (ui)

E[πu
k (u)]

, E[πu
k (u)] > 0;

k > 1; l > 1 and i = 1, 2, . . . , l;

(3)

where E[πu
k (u)] = 1

l

∑l
j=1 π

u
k (uj) represents the mean

cumulative proximity [27].
Data density (Du

k ) (inverse of standardized eccentricity), and
typicality (when data density is normalized) (τuk ) are defined
in (4) and (5), respectively, and calculated as described in [25].



Du
k (ui) =

1

εuk(ui)
(4)

τuk (ui) =
Du

k (ui)
1∑

j=1

Du
k/(uj)

,

l∑
j=1

Du
k (uj) > 0, k > 1, l > 1 (5)

Finally, an essential concept for the EDA calculation is the
multimodality typicality (τMM

k ) and is mathematically defined
as Eq.(6) [25].

τMM
k (ui) =

fiτ
u
k (ui)

l∑
j=1

fjτuk (uj)

=
fiD

u
k (ui)

l∑
j=1

fjDu
k (uj)

where
l∑

j=1

fjτ
u
k (uj) > 0,

l∑
j=1

fjD
u
k (uj) > 0, k > 1, l > 1

(6)

EDA measures are responsible for operating the functions
performed in the ADPA algorithm, directly acting on the
properties of the observed dataset, releasing it from the need to
use previous data on the data generation model and problem-
specific parameters, thus generating a technique of less com-
plicated and more interpretable FNN [23]. For the use of the
ADPA algorithm, it is necessary to identify global density
(DG

n ), and this factor is defined for unique data samples
together with their corresponding numbers of repetitions in
the dataset/stream, and of a particular unique data sample,
ui (i = 1, 2, ..., nu; nu ≥ 1) is expressed as the product of
its data density and its number of repetitions considered as a
weighting factor as expressed in Eq. (7).

DG
n (ui) = fiDn(ui) (7)

The ADPA method can use three approaches that can to
construct a cloud data pool. In this paper, we use the evolving
approach, initiating its steps with a single sample, when the
algorithm learns from a sample-by-sample basis, thus allowing
the model to start its procedure without prior knowledge of the
data. The approach has three main steps [23]: when initializing
the data cloud, and it is responsible for selecting the first
sample in a large data stream. ADPA performs the evolution
of parameters and distances from the insertion of new samples
in this context [23]. In sequence, ADPA recursively updates
the new data evaluated by the model and defines the system
structure. and finally, the multimodal typicality (τMM

k+1 ) can
be updated using the expression shown in (8), as well as the
cumulative proximity (πk+1) through Eq. (9) [24].

τMM
k+1 (ui) =


fiD

u
k (ui)

l∑
j=1

fjDu
k (uj)+Du

k (ui)

ui 6= xk+1, uj = xk+1

fiD
u
k (ui)

l∑
j=1

fjDu
k (uj)+Du

k (ui)

ui = xk+1

(8)

πu
k+1(ui) = πu

k (ui) + d2(ui, u+1), i = 1, 2, . . . l (9)

Since the ADPA technique uses the Chebyshev distance,
one must consider the cumulative proximity updating as Eq.
(10) and Eq. (11) [24].

πu
k+1(ul+1) = (l + 1) ((u+1 − %l+1)

T

(ul+1 − %l+1) + ul+1 − %Tl+1%l+1)
(10)

where %l+1 = l
l+1%l + 1

l+1u+1, and:

u+1 =
l

l + 1
u +

1

l + 1
uT
l+1ul+1 (11)

Using Eq. (9), Eq. (10) and Eq. (11), it is possible to define
the local density recursively too, like in Eq. (12) [23].

Dk(xk) =
1

1 +
‖xk−%2

k‖
xk−‖%2

k‖

(12)

The local density and the centers of all the existing data
clouds are calculated using recursive local density Eq. (10).
In this paper, as in Gu et al. [23], it uses Ck as the number
of existing local modes at the k time instance. When using
the recursive concepts to the definition of the clouds, it is
necessary to evaluate the results through the rule Eq. (13) [23],
[28] to will form a new data cloud.

IF
(
Dk(xk) >

Ck
max
i=1

(
Dk

(
%ik
)))

OR

(
Dk(xk) <

Ck

min
i=1

(
Dk

(
%ik
)))

THEN (xk becomes a new focal point)

(13)

If this condition is satisfied, a new data cloud will be added
with xk as its local mode. Next, the method is responsible for
the formation of data clouds, where local peaks (Θ) identified
in the index list are used to attract the data samples that are
closest to them using a min operator defined as Eq. (14) [23].

Cwin = arg min
j=1,...,l

(‖xi −Θj‖); i = 1, ..., k; l > 1 (14)

Several Voronoi tessellations [29] are naturally formed, as-
signing all problem data samples to the nearest local maxima,
and data clouds are built around local maxima. If the condition
is satisfactory, a new data cloud is added with xk in its local
mode. That means that the corresponding cloud Ck is updated
as in Eq. (15) [23].

Ck ← Ck + 1

%Ck

k ← xk

SCk

k ← 1

(15)

After forming the data clouds, the actual centers (mean),
standard deviation per data cloud, and the supports (Sk),
can be easily calculated. Besides, a rule-based check defines



the progress of the assignment of the evaluated data to its
representation space using the condition in Eq. (16).

IF

(
xk − %nk ≤

∆c
k

2

)
THEN (xk is assigned to %

n
k )

(16)
where %nk represents local mode closest and ∆c

k is the
average Chebyshev distance between any pair of existing
local modes [23]. If the condition established in Eq. (16)
is fulfilled, then the evaluated sample is associated with the
nearest existing local mode, and the model meta-parameters
are updated as depicted in Eq. (17) and Eq. (18). Otherwise,
the updating of the model follows Eq. (15).

Sn
k ← Sn

k + 1 (17)

%nk ←
Sn
k − 1

Sn
k

%nk +
1

Sn
k

xk+1 (18)

Finally, in the third and last step, if there are no more
data samples to be grouped, the identified local modes are
used to build data clouds using Eq. (14). Therefore the cloud
creation procedure works with each new sample submitted
to the model, thus allowing problems that have volatility in
their main characteristics to be thoroughly evaluated by the
clustering algorithm. Thus the evolving approach allows the
creation of representative neurons in the first layer, being
such responsible for the fuzzification process of the FNN,
allowing the hybrid model proposed in this paper to have
high adaptability to problems of complex nature. Figure 2
shows an example of the identified centers created in the
fuzzification process in the databases evaluated in this paper
(age-race relationship).

Fig. 2. ADPA method performed between the age-by-race relationship of
women with breast cancer.

B. Second Layer: Fuzzy Rules

The second layer of the model consists of neurons composed
of fuzzy equations, where the inputs of these equations are the
fuzzy sets formed in the first layer of the model, aggregated
with randomly defined synaptic weight values in the range
between zero and one. Fuzzy rules are primarily responsible
for receiving the knowledge of a database and turning it into
logical relationships through IF-THEN rules. In this paper, the
fuzzy rule should be seen as a Unineuron type III fuzzy neuron

[30], which uses the fuzzy set operator as the uninorm [31].
The uninorm used in this paper is as follows:

U(x, y) =


o T (x

o ,
y
o ), if y ∈ [0, o]

o+ (1− o)S(x−o
1−o ,

y−o
1−o ), ify ∈ [o, 1]

δ(x, y), otherside. Where

δ(x, y) =

{
max(x, y) − if g ∈ [0, 0.5]
min(x, y) − if g ∈ (0.5, 1]

(19)
where T is a t-norm (probabilistic sum), S is a s-norm

(product) and o is the activation of the fuzzy neuron (defined
randomly in the interval between zero and one).

The unineuron proposed in Lemos et al. [30] performs
operations to compute its output through each pair (ai, wi) is
transformed into a single value bi = h (ai, wi) and calculate the
unified aggregation of the transformed values U (b1, b2...bn)
through the function p (relevancy transformation), that is
responsible for transforming the inputs and corresponding
weights into individual transformed values and w̄ represents
the complement of w. A formulation for the p function can
be described as [30]:

p(w; a; o) = wa+ w̄o (20)

using the weighted aggregation reported above the unineuron
can be written as [30]:

z = UNI(w; a; o) = Un
i=1

p(wi, ai, o) (21)

For each z, a fuzzy equation is generated capable of extracting
knowledge from the database in relational form:

Rulez : IF xi1 is A
1
1 with certainty w11...

THEN zz = vz
(22)

C. Third Layer: Neural Aggregation Network

The third layer of the model represents an aggregation
neural network composed of a neuron responsible for the
outputs of the model. The output of the model is:

y = β

l∑
j=0

fLeakyReLU (zl, vl) (23)

where z0 = 1, v0 is the bias, and zj and vj , j = 1, ..., l are the
output of each fuzzy neuron of the second layer and their cor-
responding weight, respectively. Leaky ReLUs are one attempt
to fix the ReLU problem. Instead of the function being zero
when x < 0, a leaky ReLU will instead have a small negative
slope (considered in this paper with the value 0.01). That is,
the function computes f(x) = 1(x < 0)(αx)+1(x >= 0)(x)
where α is a small constant.fLeakyReLU therefore, it is defined
as: [32]:

fLeakyReLU (x, α) = max(αx, x) (24)

The β function acts similarly to the sign function, which
returns value 1 if the analyzed number is positive and -1 if it
is negative. Thus the β function is described as:



β =

{
1, if fLeakyReLU (zl, vl) > 0
−1, if fLeakyReLU (zl, vl) < 0

(25)

This argument is critical to defining binary pattern classifi-
cation problems, such as what is being analyzed in this paper.

D. Model Training

For the determination of the weights that bind the second
and third layers, we use the concepts of pseudo inverse [33] for
the determination of the weights and is based on the training
techniques proposed by Huang et al. [34]:

v = Z+y (26)

where Z+ is pseudo-inverse of Moore-Penrose [35], of
z. The fuzzification technique used in the model can cre-
ate an undesirable quantity of neurons and interfere with
training overfitting, generating incorrect outputs. To avoid
this problem, this model uses a re-sampling regularization
technique to determine the most significant neurons. Using
replications and crossing the results obtained during a trait
selection criterion, a consistent estimation of the model is
obtained, without the condition that by regression methods
commonly used for this purpose, for example, by the regular
Lasso. Therefore, Bolasso’s structure [36] can be viewed as
a voting scheme applied to the supports of the initialization
Lasso estimates. 2 However, the procedure should be viewed as
a consensus matching scheme, as the maximum relevant subset
of the problem variables with which all regressors agree on
predefined selection terms remains, making the method proven
to be a more consistent statistical approach.

When it evaluate a set of N distinct samples (xi, yi), where
xi = [xi1, xi2 . . . xid]T ∈ Rd where d is the dimension of xi
and yi ∈ R for i = 1...N , the cost function of this regression
algorithm can be defined as:

N∑
i=1

‖ z(xi)v − yi ‖2 +λ ‖ v ‖1 (27)

Where λ is a regularization parameter usually estimated using
cross-validation [37]. The LARS algorithm can be used to
select the model already. 3 For the problem examined in this
paper, the zl regressors are the results of meaningful neurons.

IV. EXPERIMENT

A. Dataset used in the test

The study database was based on the work of Teng et
al. [6], which worked based on summary statistics of breast
cancer patients as of the November 2018 update of the NCI
SEER Program. All samples collected were from females
(5,279 patients) with infiltrating duct and breast cancer with

2A consensus threshold is defined, say η = 70 %, and a regressor is included
if selected in at least 70 % of assays.

3For a given value of λ, only a fraction (or none) of the regressors have
corresponding nonzero weights. If λ = 0, the problem becomes unrestricted
regression, and all weights are nonzero. As λ increases from 0 to a given
value λmax, the number of nonzero weights decreases until it reaches 0.

lobular carcinoma (NOS histology codes 8522/3) diagnosed
with the disease within five years (2006-2010). Assumptions
of choosing which patients to include in the data analysis were
defined by Teng et al. [6]; thus, they were finally included in
our analysis. The main problem variables are listed below:
4 Age = numerical; Race (White, Black and Other.); Marital
status (Divorced, Married, Separated, Single and Widowed.);
T stage (T1, T2, T3, T4.); N stage (N1, N2 and N3.); 6th
stage (IIA, IIB, IIIA, IIIB, IIIC.); Grade (Grade I, Grade II,
Grade III, Grade IV.); A stage (Regional and Distant.); Tumor
size (<36 mm, 36 – 70 mm, 71 – 105 mm, >105 mm.); ER
status and PR Status(Positive and Negative.); Regional nodes
(Total and Positive.); Survival months=numeric; Status (Alive
and Dead.).

To meet the assumptions of the model proposed in this
paper, all non-numeric values were converted to sequential
numbers starting from 1. Thus, Marital status is now repre-
sented by 1, 2, 3, 4, and 5, respectively. The same happens
when the attributes are Positive (1) and Negative (2) and so
on with all dimensions of the problem.

B. Models and test premisses

The fuzzy neural network used in the experiments (FNN)
had its hyperparameters defined by preliminary procedures5,
where the parameters were defined through the best result
of the pattern classification test, accompanied by the highest
AUC. To make a pertinent comparison on the ability to identify
people who can survive cancer treatment, smart techniques
will be used to determine if the results of the hybrid approach
meet the state of the art in pattern classification. Those models
are available in the tool WEKA [38] and them are Naive Bayes
(NB) 6, Bayes Net (BN) 7, Random Forest (RF) 8, Multilayer
Perceptron (MLP) 9 and C4.5 10.

The factors evaluated in this paper are as follows:

acc =
TP + TN

TP + FN + TN + FP
(28)

AUC =
1

2
(sens+ spec) (29)

4All non-numeric attributes were converted to sequential numbers so that
the algorithms could act equally.

5using the 10 k-fold technique for the values of η = [0.5, 0.6, 0.7], the
number of bootstrap replications = [ 8, 16, 32] and σ = [10, 20, 30, 40, 50]
for Gaussian neurons in the first layer of the model. The results were obtained
by training/testing partitions (70/30)

6useKernelEstimator=false, debug=false, displayModelInOldFormat=false,
doNotCheckCapabilities=false, useSupervisedDiscretization=false

7estimator=SimpleEstimator, debug=false, searchAlgorithm =F2,
doNotCheckCapabilities=false, useADTree=false

8seed=1, allowUnclassifiedInstances=false, debug=false, minNum=1.0,
numFolds=0, doNotCheckCapabilities=false, maxDepth=0, minVariance-
Prop=0.001, KValue=0

9In all tests the following settings were used: batch size = 100, hidden
layers = 1, learning rate = 0.3, momentum = 0.2, validation Threshold = 20.

10seed=1, unpruned=false, confidenceFactor=0.25, numFolds =3,
reducedErrorPruning=false, useLaplace=false, doNotMakeSplitPointAc-
tualValue=false, debug=false, subtreeRaising=true, saveInstanceData=false,
binarySplits=false, doNotCheckCapabilities=false, minNumObj=2,
useMDLcorrection=true



In this context, consider specificity and sensitivity as:

sens =
TP

TP + FN
(30)

spec =
TN

TN + FP
(31)

where, TP = true positive, TN = true negative, FN = false
negative and FP = false positive.

C. Test results

Test results are presented (Table I) after performing 30
repetitions with randomly arranged samples for all models
involved in the test. It should be noted that the values presented
refer to the averages of the 30 measurements and that the val-
ues in parentheses represent the standard deviation, a relevant
factor to evaluate the stability of the model during the tests
performed. Finally, the time of the experiment is presented in
seconds. The bolded values of bold represent the best results
obtained in the test. All tests were performed on a computer
with the following settings: Core (TM) 2 Duo CPU, 2.27 GHz
with 3-GB RAM.

TABLE I
SURVIVAL ASSESSMENT RESULTS FOR BREAST CANCER TREATMENTS.

Model Acc. AUC Spec. Sens. Time (sec)
FNN 90.46 (1.02)* 0.7428 (0.02) 96.41 (0.02) 52.16 (2.98) 55.71 (9.82)
BN 84.83 (1.04) 0.7219 (0.03) 94.41 (0.01) 49.98 (0.03) 0.01 (0.00)
MLP 87.19 (0.78)* 0.7055 (0.01) 94.52 (0.01) 46.59 (0.03) 61.83 (1.63)
NB 83.78 (0.25) 0.7059 (0.03) 89.60 (0.01) 51.58 (0.03) 0.02 (0.00)
C4.5 90.30 (0.76)* 0.7308 (0.01) 97.90 (0.01) 48.26 (0.04) 0.69 (0.01)
RT 83.84 (0.88) 0.6865 (0.01) 90.53 (0.01) 46.78 (0.04) 0.29 (0.00)

The model proposed in this paper obtained the best numeri-
cal results in the classification accuracy of survivors of cancer
treatment, as well as having better indices in the system’s
ability to correctly predict the situation for cases that have
a chance of surviving cancer treatment and its outcome. 11

AUC index was also the highest of the experiments performed.
According to Teng et al. [6], AUC results above 0.7 indicate
a good scoring model for identifying mortality in people
who underwent breast cancer treatment. Note that the low
sensitivity in all tests is due to a very unbalanced dataset.
TTherefore we can say that the approach brings interesting
results to science and, at the same time, can extract fuzzy
rules with high interpretability.

D. Fuzzy rules generated

The main advantage of using fuzzy neural network
models is their ability to extract knowledge from a database.
Therefore, the following rules were extracted from the
experiment, and the ability provides their relevance to results
adapt to a linguistic way. Two fuzzy rules are presented below

11All test results were evaluated using a statistical test (ANOVA) [39].
With a 95% probability, we can say that all results marked with an ’*’
are statistically equal concerning the equitable performance of the factors
collected between the models analyzed in the test. All premises (normality of
residues, homoscedasticity, and independence) were not violated.

in their numerical version and through linguistic relations.
That allows you to check more clearly the relationships
within the problem.

If Age = 0.5936 and/or Race = 0.0409 and/or Marital status
= 0.5308. and/or T stage = 0.6904 and/or N stage= 0.6829
and/or 6th stage= 0.7428 and/or Grade=-0.06303 and/or A
stage = 0.3628 and/or Tumor size=0.7829 and/or ER status=
0.4100 and/or PR status = 0.5069 and/or Regional nodes=
0.4708 and/or Survival months= 0.2738 Then Status= 0.6872.

If Age = -0.2608 and/or Race = 0.0142 and/or Marital
status = 0.7096 and/or T stage = 1.1272 and/or N stage=
0.7755 and/or 6th stage= 1.1264 and/or Grade= -0.5388
and/or A stage = 0.3712 and/or Tumor size=0.9158 and/or ER
status= 0.4946 and/or PR status = 0.7893 and/or Regional
nodes= 0.5812 and/or Survival months=0.8525 Then Status=
-0.0623

If Age = very old and/or Race = white and/or Marital status
= Married and/or T stage = T1 and/or N stage= N2 and/or
6th stage= IIA and/or Grade=II and/or A stage = Regional
and/or Tumor size=Medium and/or ER status= Positive and/or
PR status = Positive and/or Regional nodes= Positive and/or
Survival months= shortly Then Status= Alive

If Age = very young and/or Race = white and/or Marital
status = Separeted and/or T stage = T3 and/or N stage= N2
and/or 6th stage= IIIA and/or Grade= I and/or A stage =
Regional and/or Tumor size=Large and/or ER status= Positive
and/or PR status = Positive and/or Regional nodes= Positive
and/or Survival months=long time Then Status= Dead.

V. CONCLUSION

The results obtained in the pattern classification tests regard-
ing mortality in women undergoing breast cancer treatment
confirm that the fuzzy neural network addressed in this paper
can act efficiently in determining the possibility of cancer
treatment survival. The results are equivalent to models tra-
ditionally used in the literature and are also better than the
original study proposed by Teng et al. [6]. Besides, fuzzy
rules have been extracted from the problem and can be seen as
an interpretable relationship between the problem dimensions.
These fuzzy rules can be seen as the basis for building
an inference system that can assist the routine of medical
oncologists and for women who want to assess dangerous
situations after undergoing cancer treatment.

Future work may address other intelligent models, new
hybrid architectures, statistical approaches to define better
model parameters, as well as the construction of an expert
system through the fuzzy rules obtained in this work.
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T. Silva Rezende, and V. Souza Araújo, “Using resistin, glucose, age
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