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Abstract—Fairness, Accountability, Transparency and Explainability have become strong requirements in most practical applications of Artificial Intelligence (AI). Fuzzy sets and systems are recognized world-wide because of their outstanding contribution to model AI systems with a good interpretability-accuracy trade-off. Accordingly, fuzzy sets and systems are at the core of the so-called Explainable AI. ExpliClas is a software as a service which paves the way for interpretable and self-explainable intelligent systems. Namely, this software provides users with both graphical visualizations and textual explanations associated with intelligent classifiers automatically learned from data. This paper presents the new functionality of ExpliClas regarding the generation, evaluation and explanation of fuzzy decision trees along with fuzzy inference-grams. This new functionality is validated with two well-known classification datasets (i.e., Wine and Pima), but also with a real-world beer-style classifier.

Index Terms—Fuzzy Systems Software, Open Source Software, Software as a Service, Fuzzy Rule-based Systems, Explainable AI

I. INTRODUCTION

The European Commission (EC) [1] has deemed Artificial Intelligence (AI) as the most strategic technology of XXI century. In addition, the EC states that AI must be carefully developed and applied in agreement with the European values and fundamental rights as well as ethical principles such as accountability and transparency. Accordingly, the EC highlights the need to increase resources and to speed up research on Explainable AI (XAI).

Nowadays, learning interpretable AI-based systems from data is one of the major challenges of XAI [2]. Actually, given the world-wide popularity of deep learning methods, more and more black-box models are learned from data and they are able to solve many varied and complex problems. However, all these models lack explanation ability when interacting with humans. This is the reason why many researchers focus on how to open black-box models [3], while others opt for designing and using interpretable models instead [4].

It is worthy to note that researchers in the field of fuzzy sets and systems have addressed the problem of carefully designing interpretable fuzzy systems for years [5], [6]. In addition, a recent survey [7] shows how about 30% of publications in XAI prior to 2018 came from authors well recognized in the field of fuzzy logic. This is mainly due to the fact that interpretability is deeply rooted in the fundamentals of fuzzy sets and systems since the seminal ideas of Prof. Zadeh [8]. Moreover, since interpretability and accuracy are usually conflicting goals by nature, many researchers have applied multi-objective evolutionary algorithms with the aim of designing fuzzy systems with a good interpretability-accuracy balance [9].

Other social and cognitive aspects (e.g., comprehensibility or human-machine interaction) pay also an important role in XAI [10]. Effective explanations are expected to be multimodal (i.e., a mixture of texts with graphs and/or sounds ready to be conveyed to users through alternative channels), but also natural (i.e., similar to those provided by humans) and easy to understand, no matter the user’s background.

Unfortunately, there is a lack of software for generation and evaluation of XAI explanations. Even though there is general purpose data mining software (e.g., Weka [11], R packages [12] or Python libraries [13]), only a few programs (e.g., LIME [14] or LORE [15]) are released as open source packages [12] or Python libraries [13], only a few programs (e.g., LIME [14] or LORE [15]) are released as open source software for XAI. In the case of fuzzy systems software [16], there are tools for designing interpretable fuzzy models (e.g., FisPro [17] or GUAJE [18]).

ExpliClas is a web service for generation and evaluation of multi-modal XAI explanations related to Weka classifiers and it was introduced in [19]. ExpliClas provides users with global and local explanations. The global view of the classifier refers to quality indicators (e.g., classification ratio) as well as to structural properties (e.g., number of features, tree size, rule length, etc.). In addition, the local view pays attention to the classification of single data instances. The first version of ExpliClas included four algorithms implemented in Weka [11]: three decision tree algorithms [20] (J48, REPTree, and RandomTree) and one fuzzy algorithm (FURIA [21]).

In this paper, we present the new version of ExpliClas which includes the implementation of the Fuzzy Hoeffding Decision Tree (FHDT) [22], which is a fuzzy extension of the original Hoeffding Decision Tree (HDT) [23]. In addition, we have enhanced the graphical user interface with the aim of becoming even more user friendly, by also redesigning the panel for visualization of fuzzy rules. Moreover, we have added a...
new software module for the generation and visualization of fuzzy inference-grams (FINGRAMs) [24]. This is aimed at visualizing rule interaction at inference level. To do so, fuzzy rule-based systems (FRBSs) are displayed in the form of social networks, where nodes correspond to rules and edge values are rule co-firing degrees.

The rest of the manuscript is organized as follows. Section II introduces some preliminary concepts sketching briefly the FHDT algorithm and revisiting the concept of FINGRAM. Section III presents implementation details. Section IV goes with the experimental evaluation of the proposal and provides illustrative examples. Finally, Section V concludes the paper.

II. PRELIMINARIES

A. Fuzzy Hoeffding Decision Trees

A Fuzzy Hoeffding Decision Tree (FHDT) is a multi-way decision tree, i.e., unlike binary trees, more than two decision branches are allowed at each node. Indeed, its structure resembles, as all decision trees, a directed acyclic graph, with internal nodes representing a test on a feature, branches denoting the outcome of the test, and terminal nodes (leaves) containing the outcome of the test, and terminal nodes (leaves) containing instances belonging to one or more class labels. Namely, each splitting node has $T_f$ exiting branches, equal to the number of fuzzy sets (i.e., linguistic terms) for each input variable $X_f$. In a general scenario, class $C_k \in \Gamma$ of each leaf $L_h$ is associated with a weight $w_{h,k}$, which determines the strength of class $C_k$ in the leaf node. In FHDT, the weight is the Fuzzy Cardinality (FC), which is calculated as follows:

$$w_{h,k} = \sum_{i=1}^{N_{h,k}} \mu_{B_h}(x_{h,k}),$$

where $N_{h,k}$ is the number of instances in $L_h$ and $\mu_{B_h}(x_{h,k})$ is the membership degree of each instance $x_{h}$ to decision fuzzy set $B_h$ on the branch leading to $L_h$.

The features, over which the tests are performed in each internal node, can repeat or not; moreover, they can be ranked and selected according to the Fuzzy Information Gain (FIG) as discussed in [25].

In classical decision trees, each node mirrors a single crisp set and each leaf owns only one class label; thus, a certain unlabeled instance $\tilde{x}$ activates only one path and is assigned to only one class. In the case of FHDT, each node is represented by a fuzzy set. As a consequence, $\tilde{x}$ can be assigned to various classes $C_k \in \Gamma$, by following different activation paths, made of nodes from the root to possibly many leaves with different strengths of activation, called matching degrees. Then, the chosen output class label is obtained by means of the weighted vote approach, by maximizing the total strength of vote. This vote is obtained by summing up all the association degrees of the instance with each class in the reached leaves. The association degree is computed as the product of the aforementioned weight $w_{h,k}$ per class and the above-mentioned matching degree.

As described in [22], the FHDT is built by means of an iterative learning procedure composed of two main steps:

- **The update of the statistics in the nodes and leaves.**

Starting from the root, the learning procedure determines the leaves reached by the current data instance and its statistics for the calculation of the fuzzy information gain are updated. As mentioned previously, a data instance can activate more than one branch, given that it has different membership degrees for each fuzzy set in the fuzzy partition built over the feature in the considered node. While traversing the nodes in a path, the FCs of all classes in the leaf node are updated, according to the matching degree of the instance at that node.

- **The growth of the tree.** A set of conditions are checked to determine whether to split or not a current leaf ($CL$). First, the FCs per class are summed up to compute the total fuzzy number of instances in $CL$, denoted as Total Fuzzy Cardinality ($TFC_{CL}$). If this is lower than the Grace Period ($GP$), the splitting is not permitted. Otherwise, features are ranked according to the FIG, computed for each feature $X_f$. Then, the Fuzzy Hoeffding Bound for the current leaf ($FHB_{CL}$) is computed as follows:

$$FHB_{CL} = \sqrt{\frac{R^2 \ln(1/\delta)}{2TFC_{CL}}},$$

where $R$ is the $\log_2$ of the number of classes contained in $CL$, and $\delta$ is the Split Confidence. If the difference between the fuzzy information gains of the first two attributes in the ranking is higher than $FHB_{CL}$ or $FHB_{CL} < \text{Tie Threshold (TT)}$, then the splitting of $CL$ is allowed by employing the attribute with the highest FIG. Indeed, the splitting is only done if a further check is passed, i.e., the percentage of instances in each post-split branch is higher than the Minimum Fraction of Weight among two branches ($MFW$). For details on the calculation of $FC$ and $TFC$ go to [25].

It is worth noting that the incremental learning procedure depends on a set of parameters ($GP$, $\delta$, $TT$, and $MFW$), which we have summarized above.

B. Fuzzy Inference-grams

A Fuzzy Inference-gram (FINGRAM) is a graphical representation of an FRBS at inference level and it was first introduced in [24] and later enhanced in [26]. The term FINGRAM was coined by analogy with the term scientogram previously defined by Vargas-Quesada and Moya-Anegón for visualizing the structure of science [27].

In practice, a fuzzy rule base (RB) can be seen as a population made up of a set of individual rules which are competing and collaborating among them with the aim of yielding good generality-specificity and interpretability-accuracy tradeoffs. Therefore, a FINGRAM can be depicted as a social network where nodes (individuals of the population, i.e., single fuzzy rules) interact at inference level. Moreover, the edges, which graphically connect nodes in the network, actually represent the rule co-firing degree (i.e., the degree of activation of two rules simultaneously fired by a given data instance) among the involved fuzzy rules.
The procedure for generation and visualization of FINGRAMs comprises three main steps:

- **Network Generation.** Given an FRBS containing $N$ rules and a dataset, first we compute the adjacency matrix $M$ of the graph to represent the network. $M$ is an $N \times N$ matrix with $m_{ij} \in [0, 1]$ being the rule co-firing degree of all pairs of rules ($R_i$ and $R_j$) averaged for all data instances. We can choose among different co-firing metrics depending on the nature of the rules (e.g., classification, regression or association rules). For example, the most basic co-firing metric for fuzzy rule-based classifiers is adapted from the co-citation metric defined by Salton and Bergmark for scientograms [27]. It is computed as follows [26]:

$$m_{ij} = \begin{cases} \frac{|D_i \cap D_j|}{\sqrt{|D_i||D_j|}}, & i \neq j \\ 0, & i = j \end{cases} \quad (3)$$

where $|D_i|$ counts the number of data instances which are covered by rule $R_i$ (i.e., the rule firing degree of $R_i$ for a given data instance is greater or equal than a given threshold), while $|D_i \cap D_j|$ counts the number of data instances which are covered simultaneously by both $R_i$ and $R_j$.

- **Network Scaling.** Due to the nature of fuzzy rules, i.e., several rules are likely to simultaneously fire with different activation degrees for a given data instance, the graph associated to matrix $M$ is likely to be dense and difficult to analyze. Fortunately, we can choose among several scaling algorithms (e.g., thresholding or Pathfinder) with the aim of filtering out some of the less relevant edges in the graph before printing and exploring the generated FINGRAM. In short, these algorithms consider different metrics of similarity, correlation or distance in order to prune a given graph. In particular, we recommend to use the Pathfinder algorithm [28], which is able to efficiently scale FINGRAMs while preserving the most important edges, and makes easier to visualize the underlying structure of interactions among rules.

- **Network Drawing.** Depending on the selected co-firing metric $m_{ij}$, the network may be drawn in the form of a directed or undirected graph. We can choose among several algorithms [27] for drawing pleasant graphs in accordance with aesthetic criteria (e.g., maximizing the use of the available space or minimizing the number of crossed edges). In particular, we recommend the use of the Kamada–Kawai algorithm [29] for drawing FINGRAMs of fuzzy rule-based classifiers.

FINGRAMs can be generated and visualized with the standalone FingramsGenerator software [30]. In addition, other tools (e.g., KEEL [31] or GUAJE [18]) include specific modules for dealing with FINGRAMs.

### III. ExpliClas Software

The architecture of ExpliClas was introduced in [19] and comprises two main parts, namely the API and the Web Client:

- **The API REST** offers the following services:
  - **Session** manages the access of users to the rest of services. Users do not need to sign up but they are automatically assigned a token for each new session.
  - **Dataset** manages all operations related to datasets. For the sake of simplicity, several datasets are pre-loaded and split into training and test sets. Anyway, users are allowed to upload other datasets. Notice that we adopt the Weka **arff** dataset format [11].
  - **Builder** is in charge of learning classification models from the datasets previously loaded. Five classification algorithms are already available (J48 [20], RandomTree [20], REPTree [20], FURIA [21] and FHDT [32]). All of them are implemented for Weka [11]. The ExpliClas Builder service acts as a wrapper of Weka and facilitates the generation of classifiers even by non-expert users. Of course, advanced users may modify the given parameters (see Fig. 1). For example, the field “fuzzySets” lets users to set the number of fuzzy sets for the fuzzy partition of each feature in the dataset. It is also possible to provide “Centroids” as a list of values associated to each fuzzy set (except for the first and last fuzzy sets in the partition which are anchored to zero and one, respectively). It is worth noting that ExpliClas validates the provided parameters and assists the user to set valid values if needed.

![ExpliClas screenshot for building FHDT](https://demos.citius.usc.es/ExpliClasAPI/)

---

\(^1\)ExpliClas API: https://demos.citius.usc.es/ExpliClasAPI/
case of FURIA and FHDT, a fuzzy inference engine computes the output class in terms of the rules that are fired by the given data instance.

- **Explainer** generates global and local multi-modal (i.e., graphical + textual) explanations. Users are provided with graphical representations associated with decision trees and fuzzy rules on top of the screen. Moreover, textual explanations are given at the bottom to facilitate the understanding of the related graphics. On the one hand, global explanations pay attention to the structure and quality, in terms of confusion matrix, of the model. On the other hand, local explanations pay attention to the classification of single data instances.

- **Fingrams** deal with the graphical representation of fuzzy rule-based classifiers (i.e., FURIA and FHDT) at inference level. This service wraps the Fingrams-Generator [30] software to make transparent to users the generation, scaling and drawing of FINGRAMs. The generated svg files are visualized through the Web Client. The visual analysis of FINGRAMS facilitates the identification of the most relevant rules as well as of potential redundancies and/or inconsistencies that may be fixed in order to improve the interpretability-accuracy tradeoff of fuzzy classifiers, automatically learned from data.

- **The Web Client** is actually a user-friendly dynamic dashboard for XAI. It permits users to load datasets, generate classifiers from data, and analyze the behavior of the generated classifiers. In addition, users can download log txt files as well as configuration json files with details about the Strong Fuzzy Partitions (SFPs) used for linguistic approximations of numerical intervals, decision trees, fuzzy rule-based classifiers, and so on.

ExpliClas assists the users along the whole pipeline from raw data to explanations in natural language. It is worthy to note that crisp decision trees (J48, RandomTree and REPTree), likewise FURIA, manage local semantics. This means that each splitting condition in a node of a tree, or each fuzzy set in a FURIA rule, are generated with the focus only on accuracy, while disregarding the interpretability of the whole model. As a result, they lack linguistic interpretability. To overcome this drawback, ExpliClas creates a linguistic layer which is endowed with global semantics on top of these models. More precisely, for each feature in the given dataset, ExpliClas creates a SFP. By default, a SFP is made up of three linguistic terms (Low, Medium, and High) but it is editable by the user. SFPs were first introduced by Ruspini [33] and they satisfy all mathematical properties (e.g., coverage, distinguishability, etc.) required for designing interpretable fuzzy partitions [34]. They are formally defined as follows:

\[
\forall x \in U : \sum_{L \in T} \mu_L(x) = 1
\]

where \( L \) represents each of the \( T \) linguistic terms associated with a linguistic variable \( X \) with a fuzzy partition defined in the universe of discourse \( U \); and \( \mu_L(x) \) is the membership degree of value \( x \) in relation with the fuzzy set which characterizes \( L \).

In practice, the goodness and expressiveness of textual explanations, associated with models with local semantics, rely on the goodness of the associated linguistic approximations. No matter if we consider a branch of a crisp tree or a FURIA rule, it can be translated into a conjunction of constraints \((A_1 \ldots A_Z)\) that a given data instance should satisfy to be classified as belonging to class \( C_k \) (i.e., the leaf of the branch or the conclusion of the fuzzy rule):

\[
\text{IF } A_1 \text{ AND } \ldots \text{ AND } A_Z \text{ THEN } C_k \tag{5}
\]

where \( A_i = [a_{i1}, a_{i2}] \), with \( i \in [1, Z] \) and \( Z \in [1,F] \) being \( F \) the number of features in the dataset, is a numerical interval which turns out of one or more in-equations in a tree (e.g., \( a_{i1} \leq a \) and \( a \leq a_{i2} \) with \( a \in U \) that is the universe of discourse of feature \( i \)); or it corresponds to the 0.5 – cut in a FURIA fuzzy set. For example, given three features \((\text{Color} \in [0,45], \text{Bitterness} \in [8,250], \text{and Strength} \in [0.039,0.136])\) the following decision tree (printed in Weka format) is translated into the 4 rules listed below:

Color <= 6
- Bitterness <= 26: 1 (50.0)
- Bitterness > 26: 3 (49.0)

Color > 6
- Strength <= 0.057: 2 (50.0/1.0)
- Strength > 0.057: 4 (2.0)

\[
\begin{align*}
\text{IF Color is in } A_1 &= [0.6] \text{ AND Bitterness is in } A_2 &= [8,26] \text{ THEN } C_1 \\
\text{IF Color is in } A_1 &= [0.6] \text{ AND Bitterness is in } A_2 &= [26,250] \text{ THEN } C_2 \\
\text{IF Color is in } A_1 &= [6.45] \text{ AND Strength is in } A_3 &= [0.039,0.057] \text{ THEN } C_3 \\
\text{IF Color is in } A_1 &= [6.45] \text{ AND Strength is in } A_3 &= [0.057,0.136] \text{ THEN } C_4
\end{align*}
\]

ExpliClas approximates each \( A_i \) by the closest linguistic term in \( T \) (i.e., by the linguistic term associated with the fuzzy set with the most similar \( 0.5 – \text{cut interval} \) in the given SFP for feature \( i \)). The similarity \( S(A,L) \) between the two numerical intervals \( A \) and \( L \) is computed as follows:

\[
\forall L \in T : S(A,L) = \frac{A \cap L}{A \cup L} \in [0,1], \tag{6}
\]

being 1 in case \( A \) perfectly matches \( L \), and 0 if both intervals are disjoint. In case that given an interval \( A \), two different but consecutive linguistic terms \( L_i \) and \( L_{i+1} \) yielded the same similarity value (i.e., \( S(A, L_i) = S(A, L_{i+1}) = 0.5 \)) then the linguistic approximation of \( A \) would be “\( L_i \) or \( L_{i+1} \)” (e.g., “\text{Low or Medium}”). Following with the previous illustrative example, if \( \text{Color} \) were defined by a uniform SFP with two terms (\( \text{Low and High} \)), defined by two triangular fuzzy sets, then the two numerical intervals defined by the 0.5 – cut would be \( \text{Low} = [0,22.5] \) and \( \text{High} = [22.5,45] \). Then, \( S(A_1, \text{Low}) = 6/22.5 = 0.266 \) and \( S(A_1, \text{High}) = 0 \), with \( A_1 = [0.6,6] \). So, \( \text{Low} \) would be selected as the linguistic approximation of \( A_1 \).

It is worthy to note that this linguistic approximation is not needed in the case of FHDT which is endowed with global semantics (i.e., \( \forall A \forall L \in T : S(A,L) = 1 \)) which favors the

2ExpliClas Web Client: https://demos.citius.usc.es/ExpliClas/
semantics and explainability of the generated models. All the related documentation and source code are available at:

https://gitlab.citius.usc.es/jose.alonso/xai

IV. EXPERIMENTS

The aim of this section is to show the new functionality implemented in ExpliClas. Firstly, in Subsection IV-A, we present the experimental setting. Secondly, in Subsection IV-B, we delve into the advantages and drawbacks of applying the linguistic approximation approach to build natural explanations associated to models characterized by local semantics, i.e., crisp decision trees and FURIA. Thirdly, in Subsection IV-C, we pay attention to different configurations associated with the FHDT and how they impact in getting a good interpretability-accuracy tradeoff. In addition, we show the naturalness and expressiveness of explanations supported by global semantics embedded into FHDT models. Finally, we illustrate how FINGRAMs are helpful to analyze FHDT models at inference level.

A. Experimental setting

In the experimental analysis, we have considered two well-known datasets (WINE and PIMA) which are taken from the UCI machine learning repository [35]. On the one hand, WINE contains 178 data instances. They represent the results of a chemical analysis of wines from grapes grown in the same Italian region but derived from three different cultivars. The classification task consists in identifying one out of 3 types of wines in terms of 13 features extracted from the previous chemical analysis. On the other hand, PIMA contains 768 data instances associated with subjects with Pima Indian heritage. In this case, the classification task is binary. It consists in detecting whether the subject shows sign of diabetes according to 8 features defined by the World Health Organization.

In addition, we have considered a real-world dataset (BEER) which was first introduced in [36]. BEER contains 400 data instances, with 50 instances associated with each one of 8 beer styles (Blanche, Lager, Pilsner, IPA, Stout, barleywine, Porter, and Belgian Strong Ale). The classification task consists in recognizing one out of the aforementioned 8 beer styles in terms of 3 features (Color, Bitterness and Strength), carefully defined by a brewery worker. As described in [36], each feature is characterized by a SFP with trapezoidal fuzzy sets. Given a feature \( X \in \{\text{Color, Bitterness, Strength}\} \), each linguistic term \( L_x \) associated with \( X \) is described by a trapezoidal fuzzy set in terms of 4 parameters \([0/a, 1/b, 1/c, 0/d]\). Obviously, only 3 parameters are required in case of the first and last fuzzy sets in a SFP, because they have semi-trapezoidal shape. Notice that for the sake of simplicity, we have represented each parameter by \( \mu(x)/x \), being \( \mu(x) \) the membership degree of value \( x \in U \) (\( U \) is the universe of discourse of \( X \)):

- \( \text{Color} \in [0, 45] \): Pale \([1/0, 1/0.2, 0/4]\), Straw \([0.2, 1/4, 1/7, 0/9]\), Amber \([0.7, 1/8, 1/18, 0/20]\), Brown \([0/18, 1/20, 1/28, 0/30]\), Black \([0/28, 1/30, 1/45]\).
- \( \text{Bitterness} \in [6, 250] \): Low \([1/6, 1/20, 0/22]\), Low-Medium \([0/20, 1/22, 1/30, 0/35]\), Medium-High \([0/30, 1/35, 1/45, 0/50]\), High \([0/45, 1/50, 1/250]\).
- \( \text{Strength} \in [0.039, 0.136] \): Session \([0.039, 1/0.03, 0/0.055]\), Standard \([0/0.05, 1/0.055, 1/0.065, 0/0.07]\), High \([0/0.065, 1/0.07, 1/0.085, 0/0.095]\), Very high \([0/0.085, 1/0.095, 1/0.136]\).

We have considered all algorithms implemented in ExpliClas: three crisp decision trees (J48, RandomTree, and REPTrTree) and two fuzzy rule-based classifiers (FURIA and FHDT). In addition, just for comparison purposes, we have also taken into account the Weka implementation of the crisp Hoeffding decision tree (HDT). Moreover, as baseline from the point of view of accuracy, we have selected the Random Forest (RF) [37] algorithm (implemented in Weka as well) because, as explained in [38], this algorithm is able to get high accuracy in most classification problems.

We have applied the 10-fold cross-validation provided by Weka [11] and reported the following quality metrics:

- for **Accuracy**: the ratio of correctly classified instances (RCCI), the root mean square error (RMSE), Precision, Recall, and F-Measure.

- for **Interpretability**: number of leaves/rules (NR), total rule length (TRL), number of concepts (NC), linguistic similarity (LS) between the concepts used in the model and those managed by human experts.

In case of decision trees, we first translate the tree branches into IF-THEN rules (see Eq. 5) and then we compute the interpretability metrics previously enumerated. TRL accounts for the total number of conditions \( A_i \) in all the rules. NC computes the number of distinct conditions which appears in the RB, i.e., we assume each condition to represent a concept and we count the number of different concepts in the RB.

For each single condition in a rule, we compute the LS with the closest linguistic term in the partition that is taken as a reference (see Eq. 6). In the case of BEER, we have considered as a reference both expert partitions and SFPs uniformly distributed in the universe of discourse associated with each feature. In the case of WINE and PIMA, since we don’t have expert partitions, only uniform SFPs are taken into account. We have experimented with different numbers of fuzzy sets (2, 3, 5, 7) in the uniform SFPs. Two is chosen because crisp trees are binary trees, so each condition yields to two node children or one leaf node. Three, five, and seven are odd numbers smaller than nine. We have chosen those numbers because, according to psychologists (see [39], [40]), human information processing capability is limited to 7 ± 2 distinct concepts for a given feature. For example, LS-2 means we compute linguistic similarity with respect to linguistic approximations made of 2 fuzzy sets for each feature in the dataset. Then, we compute the LS for a given rule as the average value of the LS computed for all conditions in the rule premise. At the end, the LS for the whole model is computed as the average value of the LS computed for all rules.

Tables I and II summarize the results for the three datasets under study. In the case of the algorithm FHDT, we have tested the influence of two parameters. Namely, the number of fuzzy sets per feature and allowing (T=true) or not (F=false) the repetition of features when growing the tree. Thus, for example, FHDT-2-T means the algorithm creates...
SFPs with two fuzzy sets uniformly distributed in the universe of discourse of each feature. T means repetition of features is allowed. In the case of BEER, FHDT-544-F means that we considered different number of fuzzy sets per feature (5 for Color, 4 for Bitterness and 4 for Strength) in accordance with the expert partitions taken as reference. F means repetition of features is not allowed. We used EXP instead of 544 to identify non-uniform SFPs closer to those defined by the expert. Notice that even though expert partitions previously defined manage fuzzy sets with trapezoidal shape the current implementation of FHDT only manages triangular fuzzy sets. Therefore, we defined EXP partitions in FHDT-EXP as follows (with centroids in brackets):

**TABLE I**

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Algorithm</th>
<th>ACCURACY TRADEOFF FOR THE CONSIDERED ALGORITHMS (WINE and PIMA DATASETS)</th>
</tr>
</thead>
<tbody>
<tr>
<td>WINE</td>
<td></td>
<td>RC1 (%)</td>
</tr>
<tr>
<td>J4</td>
<td>RF</td>
<td>98.315</td>
</tr>
<tr>
<td>RandomTree</td>
<td>93.820</td>
<td>0.202</td>
</tr>
<tr>
<td>REPTree</td>
<td>93.258</td>
<td>0.121</td>
</tr>
<tr>
<td>HDT</td>
<td>88.202</td>
<td>0.245</td>
</tr>
<tr>
<td>FHDT-T-F</td>
<td>75.281</td>
<td>0.425</td>
</tr>
<tr>
<td>FHDT-2-F</td>
<td>80.097</td>
<td>0.132</td>
</tr>
<tr>
<td>FHDT-1-F</td>
<td>87.640</td>
<td>0.339</td>
</tr>
<tr>
<td>FHDT-1-T</td>
<td>87.640</td>
<td>0.3257</td>
</tr>
<tr>
<td>FHDT-3-F</td>
<td>89.326</td>
<td>0.263</td>
</tr>
<tr>
<td>FHDT-T-T</td>
<td>90.960</td>
<td>0.243</td>
</tr>
<tr>
<td>FHDT-2-F</td>
<td>86.441</td>
<td>0.269</td>
</tr>
<tr>
<td>FHDT-1-F</td>
<td>89.890</td>
<td>0.254</td>
</tr>
<tr>
<td>FURIA</td>
<td>94.944</td>
<td>0.160</td>
</tr>
</tbody>
</table>

**TABLE II**

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>ACCURACY TRADEOFF FOR THE CONSIDERED ALGORITHMS (BEER DATASET)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>RC1 (%)</td>
</tr>
<tr>
<td>RF</td>
<td>96.250</td>
</tr>
<tr>
<td>RandomTree</td>
<td>94.000</td>
</tr>
<tr>
<td>REPTree</td>
<td>95.250</td>
</tr>
<tr>
<td>HDT</td>
<td>92.000</td>
</tr>
<tr>
<td>FHDT-2-F</td>
<td>37.500</td>
</tr>
<tr>
<td>FHDT-2-T</td>
<td>72.500</td>
</tr>
<tr>
<td>FHDT-7-F</td>
<td>66.000</td>
</tr>
<tr>
<td>FHDT-7-T</td>
<td>72.500</td>
</tr>
<tr>
<td>FHDT-544-F</td>
<td>76.000</td>
</tr>
<tr>
<td>FURIA</td>
<td>73.750</td>
</tr>
<tr>
<td>FHDT-EXP</td>
<td>29.500</td>
</tr>
</tbody>
</table>

The following sections discuss the main findings derived from these experiments.

**B. Analysis of linguistic explanations associated with models with local semantics**

As it can be appreciated in Tables I and II, the most accurate models are usually built with RF and FURIA. In addition, REPTree generates models with a good interpretability-accuracy tradeoff. They are the most compact models in terms of NR, TRL, and NC among all models with local semantics.
(i.e., J48, RandomTree, REPTree, HDT and FURIA), but they also have an accuracy that is not far from FURIA in all the three problems under study.

It is worthy to note that the linguistic approximation applied on top of these models is the only way to verbalize their behavior in natural language. For example, \textit{flavonoids < 1.23 AND color intensity ≥ 3.42 THEN Wine3} is a branch of a REPTree for the WINE classification problem, and it is translated into \textit{Wine is Wine3 because flavonoids is low and color intensity is high} with LS-2 equals 0.494. In practice, the reported values for LS are always under 0.7 (they are actually under 0.5 in many cases) what may jeopardize explainability and yield to misunderstanding in some cases. Someone may argue that in case LS is smaller than 0.5 it may be better just to keep the numbers as part of the explanation (e.g., \textit{Wine is Wine3 because flavonoids is smaller than 1.23 and color intensity is greater or equal than 3.42}) instead of using vague linguistic approximations. However, the validation of this hypothesis remains out of the scope of this work.

C. Analysis of multi-modal explanations associated with models with global semantics

Models built with FHDT (the only algorithm endowed with global semantics in our experiments) represent a Pareto of solutions with different balance between accuracy and interpretability. The smaller the number of fuzzy sets the better the interpretability but the worse the accuracy. It seems that at least 5 fuzzy sets are needed to achieve accuracy comparable to models with local semantics. In addition, allowing repetition of features seems to produce more accurate models while they still exhibit good interpretability in terms of NR, TRL and NC. Notice that, as expected, FHDT clearly overwhelms the rest of the algorithms regarding LS. Models built with FHDT and no repetition of features (F) always produce some LSs equal to 1. However, models built with FHDT and with repetition of features produce usually high values of LS as well.

In the case of the BEER classification problem, we can analyze results in comparison with fuzzy partitions defined by humans. Contrary to intuition, FHDT-EXP does not produce the best LS-EXP. Due to the fact that FHDT does not implement yet fuzzy sets with trapezoidal shape, so the generated partitions differ from the expert ones. As a result, we observe that the linguistic approximation (LS-EXP) is better when considering uniform SFP with 5 fuzzy sets per feature (FHDT-5) than when approximating the expert partitions with triangular fuzzy sets (FHDT-544); but at the cost of lower accuracy. We can conclude that FHDT-EXP-F produces the best model regarding both accuracy and explainability.

As an illustrative example, Fig. 2 shows the FINGRAM generated for FHDT-EXP-F and one given data instance. Each node represents one rule and the colored area corresponds to the degree of activation for the majority class associated with such a rule. Only rules fired for the given data instance are displayed with the aim of facilitating the interpretation of the fuzzy inference process. We observe that rules R9 and R10 are partially redundant (connected by green edge) since both vote for Belgian Strong Ale as main class, while they are in competition with rule R6 (connected by red edge) which is for Barleywine. It is worthy to remind that FHDT can assign several classes to the same rule with different weights. Thus, the final class is chosen after analyzing the interpolation of weights among all fired rules. In the RB, the average number of co-fired rules is 2.618 which is small enough to allow a human-friendly fingram-based analysis. The interested reader is kindly referred to [26] for further details about how to generate and interpret FINGRAMS. Moreover, illustrative examples about how FINGRAMS facilitate understanding of the FURIA inference process are also provided in [26].

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{fig2.png}
\caption{Instance-based FINGRAM for FHDT-EXP-F}
\end{figure}

V. CONCLUSIONS AND FUTURE WORK

In this paper, we have presented the new version of ExpliClas which is enhanced with the explainable fuzzy decision trees called FHDTs. They are endowed with global semantics thanks to the use of SFPs. As we have shown in the experimental section, FHDTs exhibit a good interpretability-accuracy tradeoff. Moreover, they yield more natural textual explanations than those based on linguistic approximations of numerical intervals coming out of transparent models with local semantics (but without inherent linguistic interpretability).

In addition, we have added a new service for generation and visualization of FINGRAMs, i.e., for facilitating the visual analysis and the comprehension of fuzzy rules at inference level. As we have shown with an illustrative example, FINGRAMs assist users to identify the most relevant rules but also to identify potential redundancies and inconsistencies that should be fixed in order to produce a rule-based classifier with better interpretability-accuracy tradeoff.

As future work, we plan to add more Weka algorithms (even black-box algorithms) to ExpliClas. In addition, we will
generate textual explanations associated with FINGRAMs. Moreover, we will combine numbers and vague linguistic terms to enhance the explanations currently generated by ExpliClas. The effectiveness of such explanations will be measured through intrinsic and extrinsic evaluation with humans.
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