
Automobile Insurance Fraud Detection using the
Evidential Reasoning Approach and Data-Driven

Inferential Modelling
Xi Liu, Jian-Bo Yang, Dong-Ling Xu

Decision and Cognitive Sciences Research Centre
The University of Manchester

Manchester, UK
xi.liu-2; jian-bo.yang; Ling.Xu@manchester.ac.uk

Karim Derrick, Chris Stubbs, Martin Stockdale
Kennedys Law LLP, 3rd floor, Churchgate House, 56 Oxford St

Manchester, UK
Karim.Derrick; Chris.Stubbs; Martin.Stockdale@kennedyslaw.com

Abstract—Automobile insurance fraud detection has become
critically important for reducing the costs of insurance compa-
nies. The majority of insurance companies use expert knowledge
to detect fraud. Experience-based knowledge are interpretable
and re-usable but the simplistic way that this knowledge is used
in practice, often leads to some degree of misjudgment. This
paper aims to establish a unique Evidential Reasoning (ER) rule
that combines independent evidence from both experience based
indicators and probabilities of fraud obtained from historical
data. Each piece of evidence is weighted and then combined
conjunctively with the weights optimised using a maximum
likelihood evidential reasoning (MAKER) framework for data-
driven inferential modelling. Based on a real-world insurance
claim dataset, our experimental results reveal that the proposed
approach preserves the interpretability and usability of expert de-
tection system, and anticipates the changes in fraud practices by
tracking the trend of the weights of experience-based indicators.
Furthermore, the experimental results show that the proposed
approach outperforms a number of widely used machine learning
models, such as logistic regression and random forests.

Index Terms—Evidential Reasoning Rule, Fraud Detection,
Decision Making

I. INTRODUCTION

Every year insurance fraud costs businesses billions. The
Insurance Fraud Taskforce calculate the total cost to be in
excess of £3bn, with undetected fraud costing more than £2bn.
In addition there is also the cost of those measures required by
insurers to fight it, with the ABI reporting this to be in excess
of $200m per year. These statistics illustrate the significant
problem fraud presents. Winning the fight against fraud will
never be an end game where fraud stops existing. Instead,
there is an acceptance that measures to protect against fraud
will always be necessary and part of operational best practice.

In respect of fraud detection, most insurance companies
predominantly adopt rules-based approaches by pre-defining
a set of red flags (fraud indicators), which are interpretable
and reusable. However, progress has been slow with such an
approach, moreover, such a rules-based system can have expert
knowledge biases as it is generated based on the subjective
experience of a claim being of higher fraud risk. Furthermore,
the underwriting process of high-risk claims is very detailed

and individualistic which strongly depends on the experience
or knowledge of underwriters.

Those valuable pieces of knowledge from fraud specialists
are the centre of the fraud prevention system, hence, in order to
help the fraud analysts be more efficient in their work we need
technology to augmenting the expert rules. In this paper, we
develop a data-driven fraud prevention and detection service
which requires a robust system to inference and back-test
the underwriters’ decisions to minimize unrecognised biases,
errors and time.

There have been various research efforts conducted in this
space to reduce the fraud activity using advanced data analyt-
ics; see the details from [1]–[3]. In practice, the whole system
is expected to be interpretable and as transparent as possible
so that all involved parties during the handling process will
be aware of the cause of the decision. Traditional interpretable
ML approaches, such as logistic regression [4], [5] and among
others, tree-based approaches [6], [7] and among others, rely
on the certainty of the consequence of interest. However,
during the prolonged claim handling process, quite a few
claims will be ended up with ambiguous results or drop
out without any conclusion. Hence, the imprecision or even
incorrectness of classification results is likely to be caused
and how to handle different types of uncertainties becomes a
practical problem.

From the perspective of interpretable and uncertain infor-
mation processing, Dempster–Shafer evidence theory (DST)
can provide a mechanism to deal with the classification
imprecision. In fact, different kinds of uncertainty may coexist
in real systems, e.g., fuzzy information may coexist with igno-
rance, leading to the induction of knowledge without certainty
but only with degrees of belief or credibility regarding a
hypothesis [8]. Recently, the evidential reasoning (ER) rule
has been established to advance the seminal DST [9]–[12] and
the original ER algorithm [13]–[16]. It has been proved in [17]
that (1) the Dempster’s combination (DC) rule is a special case
of the ER rule when each piece of evidence is fully reliable,
and (2) the original ER algorithm is also a special case when
the weights of all pieces of evidence being normalized are

978-1-7281-6932-3/20/$31.00 ©2020 IEEE



equal to their respective reliabilities .
Compared with the DC rule, the main advance of the ER

rule is to propose a novel concept of weighted evidence
(WE) and extend to WE with Reliability (WER) in order to
characterize evidence in complement a basic belief assignment
(BBA), i.e. a belief distribution (BD) function introduced in
the DST. The most important property of the ER rule is that it
constitutes a generic conjunctive probabilistic reasoning pro-
cess, or a generalized Bayesian inference process which can be
implemented on the power set of Frame of Discernment (FoD).
Moreover, the evidence reasoning procedure which consists
of the belief structure can model various types of uncertainty,
such as incomplete information, probabilistic uncertainty, etc.
[18], [19].

Given that the ER rule has explicitly generalized the DST
and the original ER algorithm, it becomes perfectly logical
and suitable to handle various types of uncertainty in general.
This paper presents a unique ER rule [17], [20] to combine
multiple pieces of independent evidence from both experience
based indicators and probabilities of fraud obtained from
historical data. Each piece of independent uncertain evidence
is profiled as a belief distribution and then combined con-
junctively with the weights optimised by using a maximum
likelihood evidential reasoning (MAKER) framework for data-
driven inferential modelling. A MAKER framework can be
treated as an extended Bayesian inference process, where the
reliability of evidence and probabilistic prediction can be learnt
from historical data by maximising the likelihood of true state.
Other approaches such as those based on either on rough
set or on Choquet integral would not be applicable to our
particular case. Specifically, to address the common class-
imbalanced issue within the data, we conduct a cost-sensitive
objective function to avoid changing the prior of the data,
which can be treated as independent evidence and used to
incorporate additional information into the evidence set. An
optimization model using Sequential Quadratic Programming
(SQP) is proposed, available in the R package nloptr [21].

The rest of paper is structured as follows. Section II briefly
covers the essentials of the real world automobile insurance
dataset built into the ER framework. In Section III, we briefly
review the ER framework and elaborate the inference process
with a detailed workflow illustrated in Section IV. A UCI
benchmark dataset as well as a real-word example of insur-
ance fraud detection in Section V are proposed to illustrate
the outperformance of the proposed framework. Section VI
presents the conclusions and discussions.

II. INPUT & OUTPUT

A. Input

Kennedys Law LLP in conjunction with the University
of Manchester have committed to adopting an automated
approach by embedding the subject matter expertise of fraud
specialists, and flex the rules to meet unique fraud threats faced
by various clients in order to add: relevant fraud indicators and
a cross-industry watch list analysis and detection methods to
data matching. Those relevant fraud indicators are generalized

based on the expert knowledge and internal & external data,
integrated with key industry and public data sources, as well
as consented data and Kennedys own data. During claim
handling process, fraud specialists assess multiple factors in a
claim, including but not limited to time of accident; medical
attention/treatment; vehicle occupancy; claim chronology, etc.

Kennedys has provided a dataset D that includes N = 718
entries of insurance claim record that concerns with car
accident affairs, associated with K = 49 key performance
indicators that Kennedys wish to improve. The provided
dataset is of the format shown in Table I. The first 477
samples are used as training data for model estimation and
the remaining 241 samples are left as test data for the out-of-
sample evaluation. Both of them share similar prior compared
to the original whole dataset, shown in Table II.

TABLE I
AN EXAMPLE OF THE PROVIDED INPUTS.

Indicator Ind1 Ind2 ... Ind48 Ind49 Fraud
Record 1 Y N · · · Y Y Yes
Record 2 Y N · · · Y Y No

...
...

...
. . .

...
...

...
Record N N Y · · · Y N No

Datasets for fraudulent claims are usually imbalanced, as it
is shown in Table II. Imbalanced data may greatly affect the
performance of classification algorithms. The prediction will
be biased towards the majority class present in the dataset. The
traditional way of handling this issue of imbalance is to utilise
a re-sampling methodology, such as undersampling the major-
ity class; oversampling the minority class; SMOTE (Synthetic
Minority Over-sampling Technique), etc. [22]. The significant
shortcomings with the re-sampling approach are that the
optimal class distribution is always unknown and the criterion
in selecting instances is uncertain; furthermore under-sampling
may increase information loss and over-sampling may lead
to overfitting or overgeneralization of the model constructed
[23]. Moreover, such re-sampling approaches change the prior
of the original data, which can be treated as an independent
evidence and used to incorporate additional information into
the evidence set.

TABLE II
COMPARISON OF THE PRIOR BETWEEN THE TRAINING/VALIDATION AND

ORIGINAL DATASET.

Legitimate Fraud
Whole sample 84.26% 15.74%

Training sample 85.95% 14.05%
Test sample 80.91% 19.09%

Given this principle, an example-dependent cost-sensitive
learning will be appropriate, which takes example-dependent
costs into account and make predictions that aim to minimize
the overall costs instead of minimizing misclassifications [6],
[24]. The details of cost-sensitive learning will be introduced
in Section IV-E.



B. Output

Most companies predominantly adopt rules-based ap-
proaches to fraud detection using IF-THEN rules. Red flags
and indicators are necessary parts of fraud detection. However,
a strict IF-THEN rules format will lead to a higher rate of false
positives. Hence, in this paper we will report on the optimised
IF-THEN rule-based output in a belief way (Table III), which
protects innocent people from false accusations and everyone
from the cost of insurance fraud.

TABLE III
REPRESENTATION OF BELIEF RULE IN EXPERT KNOWLEDGE RULE-BASE.

IF: (Ind1 is Triggered) & (Ind2 is Triggered) & · · ·& (Indk is NOT Triggered)
THEN: Decision is {(High risk, 0.65), (Low risk, 0.35)}

III. OUTLINE OF THE EVIDENTIAL REASONING RULE

In this section, the ER rule [17], [20], [25] is briefly
reviewed. Suppose H = {h1, h2, · · · , hc} is a set of mutually
exclusive and collectively exhaustive hypotheses. H is referred
to as a frame of discernment. The power set of H consists of
all its subsets, denoted by P (H) or 2H. A piece of evidence
on high risk of fraud is profiled by a belief distribution as
follows:

ei =

(h, ph,i)|∀h ⊆ H,
∑
h⊆H

ph,i = 1

 , (1)

where (h, ph,i) is an element of evidence ei, represents that
the evidence points to proposition h with the degree of ph, i
referred to as probability or degree of belief in general. h can
be any subset of H or any element of P (H) except for the
empty set. (h, ph,i) is referred to as a focal element of ei if
ph,i > 0.

In the ER rule, reliability ri and weight wi of evidence ei are
defined. The former indicates the ability of the attribute or its
evidence to provide correct assessment, which is the inherent
property of the evidence; while the latter reflects the relative
importance of evidence in comparison with other evidence
when they need to be combined and determined according
to who uses the evidence. This means that weight wi can
be subjective and different from reliability ri in situations
where different pieces of evidence are generated from different
sources and measured in different ways. A so-called weighted
belief distribution with reliability (WBDR) can be defined as
follows:

mi =
{
(h, m̃h,i)|∀h ⊆ H, (P (H), m̃P (H),i)

}
, (2)

where m̃h,i measures the degree of support for h from ei with
both the weight and reliability of ei taken into account, defined
as follow

m̃h,i =


0 h = ∅
Crw,imh,i h ⊆ H, h 6= ∅
Crw,i(1− ri) h = P (H)

(3)

where mh,i = wiph,i and Crw,i = 1/(1 + wi − ri) is a
normalization factor such that

∑
h⊆H m̃h,i + m̃P (H),i = 1

given mh,i = wiph,i and
∑

h⊆H ph,i = 1. A so-called
weighted belief distribution (WBD) can be treated as a special
case of WBDR if ei and other evidence are acquired from the
same data source hence with ri = wi. Note that, in this paper
all the calculation are generated via a weighted ER system
based on such assumption so that ri = wi.

If two pieces of evidences e1 and e2 are independent, the
combined degree of belief to which e1 and e2 jointly support
proposition h, denoted by ph,e(2), can be generated by the ER
fusion rule as follows

ph,e(2) =

{
0 h = ∅

m̂h,e(2)∑
D⊆H m̂D,e(2)

h ⊆ H, h 6= ∅

m̂h,e(2) = [(1− r2)mh,1 + (1− r1)mh,2]

+
∑

B∩C=h

mB,1mC,2, ∀h ⊆ H

(4)

The recursive formulae of the ER rule to combine multiple
pieces of evidence in any order are also given in [17].

mh,e(i) = [m1 ⊕ · · · ⊕mi](h)

=

{
0 h = ∅

m̂h,e(i)∑
D⊆H m̂D,e(i)+m̂P (H),e(i)

h ⊆ H, h 6= ∅

m̂h,e(i) =
[
(1− ri)mh,e(i−1) +mP (H),e(i−1)mh,i

]
+

∑
B∩C=h

mB,ei−1
mC,i, ∀h ⊆ H

m̂P (H),e(i) = (1− ri)mP (H),e(i−1)

(5)

It is proven that Dempster’s rule is a special case of the
above ER rule when each piece of evidence ei in question is
assumed to be fully reliable, or ri = 1 for all i. Moreover, it
has been proven in [20] that Bayes’ rule is also a special case
of ER in likelihood inference if likelihoods are normalised for
mapping observations from sample space to hypothesis space.
The relationship among Bayes’ rule, Dempster’s rule and the
above ER is displayed in Figure 1.

Fig. 1. The relationship among Bayes’ rule, Dempster’s rule and Evidential
Reasoning rule



IV. THE DATA-DRIVEN ER METHODOLOGY FOR
AUTOMOBILE FRAUD DETECTION

In this section, we elaborate on the inference process of ER
associated with the application of automobile fraud detection.

A. Data-driven likelihood calculation for single indicator

The following data-driven likelihood of single indicator has
been conducted with an inferential modelling process [26].
Let ef,k denote the f th piece of evidence from the kth input
variable Indk at Indk = Indf,k and ef,k(h) be an element of
evidence ef,k pointing exactly to proposition h. The evidence
from the single input variable Indk can be transformed to a
basic probability distribution for all h ⊆ H. Let lh,f,k be the
likelihood of observing f th piece of evidence from the kth

input variable Vk given proposition h, the basic probability,
obtained from a normalized likelihood, is given by:

p
(D)
h,f,k = p(ef,k(h)) =

lh,f,k∑
X⊆H lX,f,k

∀ h ⊆ H, (6)

which is a one-dimensional evidence acquisition process,
where the likelihood is obtained by generating a contingency
table.

B. Experience-based likelihood of a single indicator

For incorporating the expert-defined score of each fraud
indicator, we convert it into normalised percentile format
scoreh,f,k → p

(E)
h,f,k with Figure 2 displaying the relationship

visually.

Fig. 2. Relationship between the expert-defined scores and scaled normalised
score.

C. Likelihood Fusion

After deriving both experience-based and data-driven likeli-
hood for single indicators, we adopt the below logics to obtain
the combined likelihood ph,f,k for the kth input variable Indk

at Indk = Indf,k. Since the dataset is imbalanced, the data-
driven likelihood for single indicator can only be adopted when
the size of fraud cases is statistically significant. Hence, under
the first scenario, we only use the experience based likelihood

as a representative when the number of fraud cases under
the chosen indicator is less than a certain amount value, a.
The second scenario shows the situations where the number
of fraud cases is beyond a relative large number b, we omit the
effect of the expertise and make full use of the data-derived
likelihood. The third scenario is an intermediate case, where
ER is used to combine the two pieces of independent evidence
(experienced-based and data-driven likelihood) for generating
their joint support for a single indicator.

TABLE IV
COMBINE EXPERIENCED & PRACTICAL LIKELIHOOD FOR SINGLE

INDICATORS (REGULARISED).

Condition Combined Likelihood
1 #hf,k < a ph,f,k = p

(E)
h,f,k

2 #hf,k > b ph,f,k = p
(D)
h,f,k

3 #hf,k ∈ [a, b] ph,f,k = ph,e(2) calculated via Eq.(4)
Notes. (1) #hf,k denotes the number of fraud cases triggered with kth

input variable at Indk = Indf,k; (2) a and b refer to confidential cut
points.

D. ER Algorithm

Algorithm 1 elaborates the ER rule for insurance fraud
detection.

E. Training of ER-based parameters using SQP

Here we discuss how to determine the significant parameters
in the ER framework, namely the reliability and weight of each
piece of evidence, that is, ri and wi in Eq.(4), these are the
parameters that need to be assigned for inference.

Datasets for fraudulent claims are usually imbalanced,
which may greatly affect the performance of classification
algorithms. The prediction will be biased towards the majority
class present in the dataset. Here we conduct an example-
dependent cost-sensitive learning, which take example depen-
dent costs into account and make predictions that aim to
minimize the overall costs instead of minimizing misclassifi-
cations [6], [24]. In our particular automobile fraud case, Table
V shows the following costs associated with each prediction
scenario.

TABLE V
THE DATA SETS USED FOR EXPERIMENTATION CONFUSION AND COST

MATRIX.

Actual Fraud Actual Legitimate
(p(m) = 1) (p(m) = 0)

Predicted Fraud True Positive False Positive
(p̂(m) = 1) CTP = 0 CFP = admin

Predicted Legitimate False Negative True Negative
(p̂(m) = 0) CFN = compensation CTN = 0

To evaluate a model’s performance in terms of costs, the
sum of all costs resulting from the predictions based on each
scenario is calculated as follows:

Cost =

M∑
m=1

p(m)(h)
(
p̂(m)(h)CTPi + (1− p̂(m)(h))CFNi

)
+
(

1− p(m)(h)
)(

p̂(m)(h) CFPi + (1− p̂(m)(h)) CTNi

)



Algorithm 1: ER Algorithm
Input: D
Output: Likelihood to Fraud under ER rule ph

1 Calculate p
(D)
h,f,k, and p

(E)
h,f,k

2 Calculate ph,f,k according to Table IV
3 if Claim is triggered with only one indicator then ph = ph,f,k
4 else
5 repeat
6 Let claim be triggered with k(k > j) indicators
7 Initialisation:

val(i) = ph,e(i)

W (i) =

i∏
i=1

(1− wi)

8 i = 1
9 Compute ph,e(i+1)

ph,e(i+1) =
(1− wi+1) val(i) +W (i) pj + val + pi+1 (1− val(i))

(1 − wi+1 +W (i))

10 Update val and w

val(i+ 1) = ph,e(i+1)

W (i+ 1) =

i+1∏
i=1

(1− wi)

11 i = i+ 1
12 until i = k − 1

In order to take into account the different costs during the training
of the algorithm, we develop a cost-sensitive objective function
inherited from cost-sensitive logistic regression [27]:

Jc(δ) =− 1

2M

M∑
m=1

p(m)(h)
(
p̂(m)(h)CTPi + (1− p̂(m)(h))CFNi

)
+
(

1− p(m)(h)
)(

p̂(m)(h) CFPi + (1− p̂(m)(h)) CTNi

)
δ̂ = arg min

δ
Jc(δ).

s.t. ri, wi ∈ Ω

where, p̂(m)(h) and p(m)(h) are the real probability and the
estimated probability to which a proposition h is true given in the
mth observation, respectively. Ω is the feasible space of parameters,
with constraints such as 0 < wi ≤ 1.

F. ER work flow
Algorithm 1 elaborates the ER rule for insurance fraud detection.

Figure 3 displays the work flow of the automated automobile fraud
detection system deployed in Kennedys Law LLP. After acquiring
and preprocessing the knowledge that either experienced based or
data-related following Sections IV-A - IV-C, we store them in a
knowledge base for further training based on an inference reasoning
engine elaborated in Sections III and IV-D. By optimising the whole
process, the proposed system is required to learn from insurer
companies’ feedback and claim outcomes and moves away from
expert bias towards in Section IV-E, all the time reducing false

positives and increasing the prospects of successfully challenging
fraudulent claims.

Fig. 3. Work flow of the automated automobile fraud detection system
deployed in Kennedys Law LLP.

V. NUMERICAL RESULTS

In this section, a UCI benchmark dataset and a real-world example
of automobile insurance data have been adopted to illustrate the utility
of the proposed ER approach. A relevant study on this model, such
as scalability and robustness by taking into account ambiguous data
is available from [28].

A. Benchmark Data Analysis
We present here an analysis of a benchmark dataset of balloon from

UCI Machine Learning Repository [29]. This balloon dataset contains
78 records of inflated or not, associated with 4 independent attributes
age, act, colour, size. We have split the data into 56 training samples



and 18 test samples with 10-fold cross validation. Conventional
machine learning approaches, such as Logistic Regression (LR),
Neural Network (NN), Support Vector Machine (SVM), Random
Forest (RF), Decision Tree (DT) and Naive Bayes (NB) are compared
with the proposed ER framework.

Furthermore, in order to demonstrate that our ER framework
outperforms the aforementioned conventional ML approaches, two
measurements are employed to evaluate the prediction accuracy for
the numerical example, namely, the accuracy and the F1 score. Also,
we show the results of AUC (Area Under The ROC Curve) value,
which is invariant to prior probabilities or class prevalence in the
data, to demonstrate the robustness of each approach.

Accuracy =
TP + TN

TP + TN + FP + FN

F1 Score =
precision× recall
precision + recall

where precision = TP
TP+FP

and recall = TP
TP+FN

, with TP = True
Positives, TN = True Negatives, FP = False Positives, and FN = False
Negatives.

Table.VI reports the validation results and shows the outperfor-
mance of the proposed ER framework in terms of both accuracy and
robustness.

TABLE VI
THE VALIDATION RESULTS OF DIFFERENT APPROACHES ON UCI BALLOON

DATASET.

Accuracy F1 score AUC
ER 0.8333 0.8000 0.844

ANN 0.7778 0.7500 0.756
RF 0.7222 0.7059 0.762
DT 0.6667 0.7500 0.631
LR 0.7222 0.6667 0.788
NB 0.7222 0.6667 0.775

∗ Configuration of each algorithm: (1) ANN: R package nnet,
with 5 hidden layers; (2) RF: R package randomForest with 500
trees to grow; (3) DT: R package rpart, with splitting index as
‘information’; (4)LR: R package VGAM, with link as ‘logit’;
(5) NB: R package e1071.

B. Kennedys - Automobile Insurance Fraud Detection

Previously, Kennedys had employed a rule-based method, devel-
oped by a team of specialist fraud analysts, with each rule contribut-
ing to an overall score. When a score crosses a predetermined thresh-
old, the claim is tagged as fraudulent. The ER framework instead
makes use of statistical methods, to help our fraud analysts be more
efficient in their work by augmenting our expert rules. The approach
calculates the maxim likelihood of fraud given a set of observable
features and has been developed to be as transparent as possible. At
each step, the observables and their respective contributions to the
overall fraud likelihood are explicit. In this section, we illustrate the
efficacy of our ER framework on the real world automobile insurance
data.

1) Cost-Sensitive Decision Tree: Besides the aforementioned
conventional ML approaches, a new cost-sensitive decision-tree learn-
ing algorithm has been proposed in [6], which selects the splitting
variable of a node, if a split is possible, based on the reduction of
the total misclassification cost instead of reduction of impurity. Four
methods are defined in [6] to calculate the total misclassification cost
in the case of assigning the transactions of the node as fraudulent
(CP ) and the total misclassification cost in the case of assigning the
transactions as normal (CN ). Here we take the CS – Class Probability
method as an example, the relative frequency of the classes (class
probabilities) are integrated in the cost calculation functions to add

the effect of the class distributions to the node costs, and hence favor
the class with higher frequency in the node:

CN =

(
f∑
i=1

(CFN )i

)
∗
(

f

n+ f

)
CP =

(
n

n+ f

)
∗ n ∗ CFP

where, there are f fraudulent records and n normal (legitimate)
records those falling into a node where N = f + n. Detailed
explanations of the other three calculation methods are elaborated
in [6].

2) Validation Results: The validation results for all methods are
given in Table.VII.

TABLE VII
PERFORMANCES OF MODELS ON REAL WORLD AUTOMOBILE INSURANCE

DATASET.

Accuracy F1 score Sensitivity AUC
ER 0.6390 0.4238 0.6957 0.6814

ANN 0.7884 0.1356 0.3077 0.5943
RF 0.8133 0.0426 0.0217 0.5692
LR 0.8091 0.0417 0.5000 0.6719
NB 0.1950 0.3217 1.0000 0.5000
DT 0.8091 NA 0.0000 0.5000

CS - DT 0.7759 0.3250 0.2826 0.5668

∗ Configuration of each algorithm: same as in Tab. VI.

As can be seen from the table, the proposed ER outperforms
other ML approaches in terms of F1 score and AUC value, which
implies ER can obtain robust and accurate predictions independent
of the decision threshold. Note that, the NB models show the best
performance in terms of frauds caught or sensitivity. However, the
performance of the model should be evaluated according to the
misclassification costs which means that the common performance
metrics such as accuracy or precision (or True Positive Rate – TPR)
are not suitable to evaluate the performance of models where varying
misclassification costs is in question such as this case. Moreover,
cost-sensitive DT outperforms the traditional DT which indicates
that for data sets with class imbalance and unequal misclassification
costs, a well-defined cost-sensitive learning algorithm can improve
the performance.

VI. CONCLUSION AND DISCUSSION

In this paper, we introduce a transparent intelligent automation
system which can provide a decision on detecting fraudulent claims
by considering complex experienced-based rules and by analysing
and managing a large amount of insurance data. In this system,
a rules-based inference methodology is developed by pre-defining
optimal relationships between inputs and outputs through probabilis-
tic inference and prediction. The whole system can be fine-tuned
by combining expert knowledge and insurance data. This intelligent
automated decision-making system not only reduces the underwriters
decision cycle time but also improves the quality of decision making.
Increases in data and reduction in computing costs allows us in
identifying trends and patterns efficiently to help companies to
improve their relationship with clients, process optimization, resource
administration and increase the profits.

One potential improvement of the proposed system is to extend
the ER rule based systems to a hierarchical belief rule based (BRB)
system, which employs the informative belief structure to represent
various types of information and knowledge with uncertainties and
shows the capability of approximating any linear and nonlinear
relationships across the fraud indicators of interest. Furthermore,
maximum likelihood evidential reasoning (MAKER) framework can
be adopted to define detailed relationships between inputs (antecedent



attributes) and outputs (consequences) through probabilistic predic-
tions, when deal with both categorical and numerical inputs described
by an interval of values, see [30].
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