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Abstract—One of the main challenges faced by people who use
data from empirical research in their work is missing data. In
many scientific disciplines and industries there are references to
time series. The suitability of several methods to imputation of the
missing data in the study of mutual links between the analysed
time series have been presented and tested in this work. In this
paper, known methods of supplementing data in time series were
enriched by the use of fuzzy sets and their processing was tested
on unique data from experimental research and a transport
company database. Fuzzy linguistic descriptors-based methods
of missing data imputation in databases containing time series
are discussed. The proposed method has a high efficiency, which
have been proven in a series of experiments with both artificial
and real datasets. The proposed methodologies have been tested
on theoretical example and empirical data sets from various
fields: (1) ecological data on changes in bird arrival dates in the
context of climate change and (2) data describing the transport
of containers between ports on the Mediterranean. Moreover, an
important novelty of this work is, in particular, an application
of fuzzy techniques to the correction of the datasets containing
bird migration descriptions.

Index Terms—missing data, data imputation, linguistic descrip-
tors, fuzzy sets, transport data, ecological data
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I. INTRODUCTION

Time series analysis has a number of applications and
is used both in scientific research and in everyday life by
numerous institutions and enterprises [1]–[5]. The fields that
are often based on the analysis of time series are broadly
understood biological sciences as well as sciences dealing with
transport logistics. In biological sciences, for example, time
series are used to study the consequences of climate change
and great scientific effort is being made to predict how wildlife
will respond to climate change and what management or
conservation measures should be applied [6]–[10]. In transport
logistics, on the other hand, the goal is to achieve the highest
transport efficiency [11], [12]. In both areas (biology and
transport logistics) changes or trends of selected parameters
over time are most often compared, and for such comparisons,
contemporary and historical data sets of the best quality and
reliability are necessary. Unfortunately, the quality of historical
data is often insufficient, and one of the main problems are
data gaps (data are rarely collected systematically for many
years) [13], [14].

In this paper, our objective is to propose and test the
suitability of several fuzzy methods to fill in the missing data
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in the study of mutual links between the analysed time series.
Our methodology has been tested on theoretical synthetic
data and experimental data coming from various fields: (1)
ecological data on changes in bird arrival dates in the context
of climate change and (2) data describing the transport of
containers between ports on the Mediterranean. The novelty
of the work is the application of methods based on fuzzy sets
to filling gaps in the data coming from field ecological studies
and transportation.

It is worth mentioning that the topic of an application of
fuzzy methods to the missing (incomplete) data has already
been raised in the literature. However, the application areas
considered in this paper have not been widely discussed so far.
From a wide plethora of publications the following notions
attract attention: Fuzzy K-Means [15] or Fuzzy C-Means
[16]–[18], neuro-fuzzy structures [19], rough methods [20],
or Granular Computing [21], [22].

In the proposed solution to make up for missing data in time
series, tests are performed on full data, from which values are
randomly removed, and then such artificially created gaps are
filled. Missing values are generated in three ways:

(a) deleting a random value within each series;
(b) deleting 3 random values within each series;
(c) removing one time, common to all ranks;
(d) removing at most 3 common moments of time shared by

all series.

For such artificially introduced data gaps, 5 methods of
filling gaps were proposed in two variants: in the crisp version
and in the fuzzy version. The latter is based on an intro-
duction of the linguistic descriptors based on fuzzy numbers
constructed on the basis of the appropriate crisp counterparts.
This kind of approach brings high efficiency proven in a series
of experiments.

The structure of the present study is as follows. In Section
II and Section III discussed is the problem of missing data
filling using crisp values and fuzzy linguistic descriptors, re-
spectively. In Section IV the results of numerical experiments
are presented while the last section covers summary and future
work directions.

II. CRISP FILLING IN THE MISSING DATA

This paragraph discusses a crisp method of data imputation.
Its fuzzy counterpart is proposed in the next section as
its efficient enhancement. Consider a set of K time series
describing similar phenomena (having the same set of values)
in the same time window with the length N . Let Xi(n), 1 ≤
i ≤ K, 1 ≤ n ≤ N , denote the value of the i-th time series
at the moment in time n. Without losing the generality of
considerations, it can be assumed that all time series have
values in a set of real numbers. One of the most commonly
used techniques to make up for missing values in time series
(but not only in time series) is the use of the average for
the examined series in the analysed time window (where only

the moments of time, for which the value of the series is
determined, are used to determine the average), i.e.,

X̄i =

∑N
n=1Xi(n)∑N

n=1 χ (Xi(n) 6= null)
(1)

where null means the lack of a given item in the time series
(database).

An alternative way to make up for missing values is to use
full information about the behaviour of all the series being
analysed in subsequent moments. It can be assumed that if
the time series in question describe similar phenomena, they
behave similarly at given moments of time in the sense that
either they all increase or decrease. With this assumption, one
can use the average increases for individual moments of time
or the median increases in subsequent moments of time. At the
same time, if knowledge of the existence of specific groups
in the analysed subsets is available, it is possible to apply
increments of the above measures for each of the subgroups
independently.

More precisely, within each moment of time, the averages
are calculated, i.e.,

X̄(n) =

∑K
i=1Xi(n)∑K

i=1 χ (Xi(n) 6= null)
. (2)

Then the average increases are determined, namely

∆X̄(n) = X̄(n)− X̄(n− 1) for n = 2, 3, . . . , N (3)

for the next moments of time. The final missing value in the
time series is calculated according to the formula

Xi(n) = Xi(n− 1)
(
1 + ∆X̄(n)

)
. (4)

In the above considerations it is possible to replace the
average with the median, as well as use the value of statistics
determined within individual of the highlighted groups. In
the experimental section, it was limited to presenting only
4 methods, which were selected on the basis of previous
research.

III. FUZZY FILLING IN THE MISSING DATA

An alternative approach to the use of classic statistical
measures to fill data gaps is to use fuzzy sets. This non-
classical approach has a very logical justification, because in
many cases there can be no absolute certainty of the values
recorded.

In many cases, for example, data from field observations,
the exact value of the analysed features or phenomenon cannot
be determined, but only its approximation. Then, the use of
fuzzy numbers is not only fully justified but even advisable.

For fuzzy methods, fuzzy numbers are used instead of the
recorded time series values. More specifically, it is permissible
to blur a symmetrical discrete value two values less and two
values more (see Fig. 4).

In order to increase the transparency of considerations
and simplify the model, linguistic descriptors based on the
results of statistical analysis of available data are introduced.



Belonging to individual descriptors depends, of course, on the
fuzzy form of the analysed value. It is possible to use different
numbers of descriptors; however, the use of 5 or 7 seems to be
the best compromise between the accuracy and complexity of
the calculations (see the experimental section). In the case of
5 descriptors, their ranges and symbols representing them are
presented in Table I. In order to facilitate calculations, each
descriptor has been assigned a numerical value representing
it, the values given in Table I are only examples of symbols
describing individual descriptors.

TABLE I
DESCRIPTORS AND THEIR RANGE

Descriptor Range Symbol
Significantly ahead of time (−∞; X̄ − 1.5S] -2

Slightly ahead of time (X̄ − 1.5S; X̄ − 0.5S] -1
On time [X̄ − 0.5S; X̄ + 0.5S] 0

Slightly over time (X̄ + 0.5S; X̄ + 1.5S] 1
Significantly over time (X̄ + 1.5S;∞) 2

For such symbolic representations of linguistic descriptors,
similar considerations can be made as in the case of crisp
ones, with blurring of the recorded value of the empirical
series allowed. In addition, each value achieved by the time
series is blurred according to the characteristics of the data
being analysed. Triangular membership functions are most
commonly used because of their intuitiveness, but there is
nothing to prevent other forms of fuzzy membership function
being used.

Within each of the proposed methods of completing data,
a full analysis is carried out on linguistic descriptors and the
artificially entered missing value is supplemented, which is
compared with the fuzzy input value.

IV. NUMERICAL EXPERIMENTS

A. Theoretical example

In order to accurately present the discussed methods of
solving the problem of filling data gaps in time series, let
us consider the following example. Let N = 6 and time series
X1, X2, . . . , X6 be given, of which the first 3 belong to one
subgroup A, and the last 3 belong to the second subgroup B.
Let us assume that for each of these series there are values at
moments of time n = 1, 2, . . . , 10. As part of the test, each
time series values are random. To increase the transparency of
the values of individual time series, it is convenient to present
them in the form of a Table II. These values have been drawn
and serve only as a reference.

The last row of the table contains averages for each of the
time series considered. The average and median increments for
all series and within each group are presented in the Table III.

For this kind of sample values, various types of efficiency
tests of the proposed methods can be performed. In the case
of removing a one random value in each series, the percentage
of correctly completed data gaps by applying the average is
presented in Fig. 1.

Fig. 1. Percentage of correctly completed deficiencies using a simple average
for one value randomly removed in each time series

It can be observed that the use of a simple average calculated
for a given time series allows to make up for missing data.
However, the results obtained are not very satisfying.

Comparisons of the effectiveness of the introduced methods
(expressed as a percentage of correctly reproduced deleted
values) are presented in Fig. 2 and Fig. 3. It can be observed
that most methods are more effective for removing the same
moments of time within all time series considered. In addition,
it should be noted that the correctness of completing the data
depends on which values have been drawn for deletion. This
is evidenced by the large difference between the results for
individual methods in individual tests.

It also needs to be pointed out that for synthetic data it is
difficult to clearly indicate the most effective method. The
value of properly filling out the missing data depends on

Fig. 2. Comparison of the percentage of correctly completed data gaps in the
case of random removal of at most three (random value) elements for each
time series



TABLE II
SAMPLE (RANDOM) VALUES OF TIME SERIES WITH DETERMINED VALUES ALLOWING TO REMOVE MISSING DATA

X1 X2 X3 X4 X5 X6 X̄ Me X̄A MeA X̄B MeB

9 19 32 19 10 21 18.5 19.0 20.0 19.0 16.7 19.0
11 21 39 22 5 10 18.3 16.0 23.7 21.0 12.3 10.0
7 15 27 15 16 30 18.8 15.5 16.3 15.0 20.3 16.0
7 14 26 16 5 11 13.8 12.5 15.7 14.0 10.7 11.0
6 13 24 15 10 20 15.5 14.0 14.3 13.0 15.0 15.0
6 13 23 12 15 30 17.5 14.0 14.0 13.0 19.0 15.0
5 11 20 13 11 22 14.8 12.0 12.0 11.0 15.3 13.0

12 22 41 25 9 18 22.5 20.0 25.0 22.0 17.3 18.0
8 16 29 16 12 23 18.8 16.0 17.7 16.0 17.0 16.0
9 16 29 17 7 15 17.2 15.5 18.0 16.0 13.0 15.0
9 19 32 19 10 21 18.5 19.0 20.0 19.0 16.7 19.0

8 16 29 17 10 20 X̄

TABLE III
AVERAGE AND MEDIAN

∇X̄ ∇Me ∇X̄A ∇MeA ∇X̄B ∇MeB

0,99 0,84 1,18 1,11 0,74 0,53
1,03 0,97 0,69 0,71 1,65 1,60
0,73 0,81 0,96 0,93 0,52 0,69
1,12 1,12 0,91 0,93 1,41 1,36
1,13 1,00 0,98 1,00 1,27 1,00
0,85 0,86 0,86 0,85 0,81 0,87
1,52 1,67 2,08 2,00 1,13 1,38
0,84 0,80 0,71 0,73 0,98 0,89
0,91 0,97 1,02 1,00 0,76 0,94

the nature of the time series considered and their internal
consistency. In the case of synthetic data, random values
random values have been used. Therefore it is not possible
to clearly identify trends in time series.

A summary of the best results for 20 random data sets is
presented in Table IV.

TABLE IV
A SUMMARY OF THE BEST RESULTS FOR ARTIFICIAL DATASET

One
gap

At most 3
gaps

One gap
year

At most 3
gaps years

Average 50 31.3 50 44.4
Average increase for

all data 33.3 29.4 33.3 50

Median increase for
all data 16.7 35.3 33.3 50

Average increase for
groups 33.3 23.5 100 50

Median increase for
groups 16.7 23.5 50 50

Comparing the data contained in Table IV, it should be
noted that the methods based on the average and median
increments for individual subgroups have the highest efficiency
in the case of missing data for whole years.

In the case of using fuzzy equivalents of the discussed meth-
ods and for the proposed membership function, the apropriate

Fig. 3. Comparison of the percentage of correctly completed data gaps in the
case of random removal of at most three (random value) moments of time –
common for all time series

results are presented in Fig. 4.
The introduction of a fuzzy set-based approach allows

to significantly improve the results of correcting the lack
of data. Fig. 5 shows the percentage of correction of data
deficiencies by means of a simple average using the fuzzy
membership function presented in Fig. 4. As can be seen, the
introduction of fuzzy numbers has increased the degree of
proper restoration of missing data, up to 100%.

As one can see, the introduction of fuzzy set-based meth-
ods significantly improves the effectiveness of the proposed
methods as evidenced by the Table V.

Comparing the results contained in Tables IV and V, it
should be stressed that the use of fuzzy sets significantly
increases the efficiency of correcting data gaps. For each of



the analysed methods, the version using fuzzy numbers brings
significantly better results. The question remains whether the
use of more complex forms of membership functions will
achieve even better results.

TABLE V
A SUMMARY OF THE BEST RESULTS FOR ARTIFICIAL DATASET

One
gap

At most 3
gaps

One gap
year

At most 3
gaps years

Average 100 86.7 100 100
Average increase for

all data 83.3 50 66.7 77.8

Median increase for
all data 66.7 50 83.7 66.7

Average increase for
groups 66.7 52.9 83.3 55.6

Median increase for
groups 50 43.8 50 50

B. Ecological data

The processing of the proposed solutions was tested on two
completely different empirical data sets. One is the arrival
date of migrating birds in Podlasie, a region in north-eastern
Poland. Seasonal bird migrations are strongly associated with
climate change and can be used to analyse the ecological
effects of climate warming [7], [13], [14], [23], [24]. The
spring arrival dates of 79 species of birds (so-called first
arrival dates or FADs) collected in northern Poland (the North
Podlasie Lowland: 21◦51′ − 23◦57′ E; 52◦17′ − 53◦54′ N)
in the years 1996-2016 [25] have been used. For the needs
of analysis, a data matrix consisting of 79 columns (species)
and 21 rows (years) was built. For each species, data gaps
have been artificially introduced and various methods for
completing them have been tested.

For ecological data, similar tests were carried out as in the
case of synthetic data, with the difference that a maximum of 5
deficiencies were allowed for each species or 5 years without
data. The best results were obtained when the original data
gaps were supplemented by means of the median increase in

Fig. 4. Sample fuzzy function for discrete data, value 4 is the observed value

Fig. 5. Percentage of correctly completed deficiencies using a fuzzy average
for one value randomly removed in each time series

bird groups. The average results of correct additions (expressed
as a percentage) are presented in Table VI.

As one can see, the results obtained are far from satisfactory.
However, they indicate that the crisp approach has the potential
to be used for ecological data. It is advisable to refine these
methods or use techniques using fuzzy sets. The maximum
values achieved in the tests for correcting missing values are
presented in Fig. 6.

It can be observed that filling out the missing data with a
simple mean calculated for each species separately gives the
worst results. After using seven fuzzy linguistic descriptors
and conducting 20 random tests of introducing data gaps, the
maximum percentage of correctly completed data gaps was
presented in Fig. 7. As expected, the use of fuzzy sets has
significantly improved the results obtained. Comparing the
results presented in Fig. 6 and Fig. 7, it should be noted that
the use of fuzzy sets has allowed to increase efficiency by
almost four times.

TABLE VI
AVERAGE PERCENTAGES OF CORRECTING DATA GAPS BASED ON 20

RANDOM TESTS

One
gap

At most 5
gaps

One gap
year

At most 5
gaps years

Average 4.2 4.5 4.3 4.7
Average increase for

all data 4,.3 2.6 2.3 2.3

Median increase for
all data 3.6 3,.1 3.3 3.7

Average increase for
groups 4.9 3.6 3.7 3.7

Median increase for
groups 5.0 3.5 3.6 6.0

C. Roro shipment data

The last test set, which checks the effectiveness of the
proposed solutions are data describing the transport of con-
tainers between Mediterranean Sea ports. Anonymous data
from a transport company were used for the analysis. From the



Fig. 6. Averaged results based on 20 random samples

Fig. 7. Maximum values of the percentage of correctly filled gaps

available data the route between three port pairs was selected
for analysis and the duration of voyages was determined. To
illustrate the working of the proposed method, 3 pairs of ports
were randomly selected and the cruise time in hours was
determined on the basis of the time and the date of leaving the
departure port and entering the destination port. The results for
the following months are presented in Table VII.

Test results obtained with a crisp approach suggest that also
for transport data this type of gap correction methods can be

TABLE VII
SELECTED TRANSPORT DATA SHOWING THE TIME OF CONTAINER SHIP

VOYAGE BETWEEN PORTS IN THE FOLLOWING MONTHS (IN HOURS)

Month B-C C-B C-D D-C D-F F-D
1 52 54 46 53 50 44
2 53 55 47 61 50 45
3 55 55 49 62 50 45
4 56 56 55 63 51 45
5 59 57 60 63 51 46
6 59 57 61 63 51 46
7 59 58 62 63 51 46
8 60 58 65 68 52 46
9 60 58 66 68 52 46
10 60 58 66 69 53 46
11 60 58 66 75 53 46
12 60 58 66 82 53 47

successfully used also for transport data (Fig. 8 and Fig. 9).
It should be noted that, due to the specificity of the transport

Fig. 8. Percentages of correctly completed data gaps, with one random gap
within each route (first 10 tests).

data (high repeatability of results), the proposed crisp version
methods work correctly and achieve relatively satisfactory
results. The best results are obtained by methods based on the
use of increases in the value of series at subsequent moments
of time. Depending on the data items drawn for deletion, in
some cases, better methods are those using increments for all
data work better, while in others increments within groups.

The best results achieved by individual methods within 20
tests are presented in the Table VIII. Comparing the data
contained in Table VIII, as in the case of synthetic data, it
can be seen that the methods of growth based on average and



Fig. 9. Percentages of correctly completed data gaps, with one random gap
within each route (last 10 tests).

TABLE VIII
SELECTED TRANSPORT DATA SHOWING THE TIME OF CONTAINER SHIP

VOYAGE BETWEEN PORTS IN THE FOLLOWING MONTHS (IN HOURS)

One
gap

At most 3
gaps

One gap
year

At most 3
gaps years

Average 33.3 84.6 50 91.7
Average increase for

all data 66.7 57.1 83.3 100

Median increase for
all data 66.7 62.5 83.3 72.2

Average increase for
groups 66.7 82.3 83.3 83.3

Median increase for
groups 83.3 64.7 50 88.9

median increments for individual subgroups have the highest
efficiency.

Despite such good values of filling in the lack of data with
the help of crisp methods, it turns out that the use of fuzzy
numbers significantly improves the already good result. The
comparison of crisp and fuzzy approaches for one random gap
for each series is presented in the Fig. 10.

V. CONCLUSIONS AND FUTURE WORK

The work presents an intuitive approach to filling up data
gaps in a group of related time series. Our results can be
widely used in biological sciences, because ecological data
due to their non-deterministic nature have great potential to
use fuzzy logic [26].

Further development of the proposed concept is planned,
among others, through in-depth analysis of the possibilities

Fig. 10. Comparison of results obtained with the help of a simple average in
crisp and fuzzy versions.

of using other linguistic descriptors and more sophisticated
techniques of Computational Intelligence and Granular Com-
puting. Work is currently underway on the application of other
forms of membership functions and the initial results achieved
are optimistic. In addition, it is planned to compare the
proposed solutions based on fuzzy sets with other competitive
methods. Very thorough statistical examination is planned for
the analyses performed, allowing for a detailed comparison of
alternative methods.
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