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Abstract—Anomaly (outlier) detection is one of the most
important problems of modern data analysis. Anomalies can be
the results of database users’ mistakes, operational errors or just
missing values. The problem is important because of fast growth
of the large data sets. Therefore, we present the initial results
of work on a Granular Computing approach to data imputation
and missing data analysis. Our proposal brings intuitive and
interpretable solutions. Finally, in a series of experiments, we
demonstrate its effectiveness for a large dataset in the area of
transport.

Index Terms—anomaly detection, anomaly classification, fuzzy
clustering, granules of information, data transformation

I. INTRODUCTION

In the current reality, more and more large data sets have
been collected and processed. However, in many cases these
files contain missing data or, from some point of view,
significantly worse, erroneous data. Therefore, data integration
and aggregation are two of the main challenges faced by re-
searchers in the field of data analysis [1]–[5] and many others
fields [6]–[8], in particular economy [9], [10] or engineering
[11], [12]. There are a number of solutions to detect anomalies
and outliers in Big Data [13]–[18] and time series [19], [20].
Traditionally, such tasks have been addressed by probability
and statistical techniques [21], [22]. In recent years, more and
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more attention has been paid to the application of artificial in-
telligence methods [23], [24], in particular deep learning [25].
However, most of these solutions are closely coordinated with
the type of variables analysed and work directly on individual
elements without attempting to generalise the considerations
and transfer them to a greater level of abstraction. Therefore,
it is important to develop innovative methods for detecting
anomalies in large data sets using information granules.

The task of detecting anomalies in the data, in particular
by detecting outliers, is a very complex problem [26]. There
are many approaches to obtaining these values [27]. However,
as previously stated, most of these approaches are closely
related to the type of analysed data [28]–[30]. Therefore, it is
reasonable to develop methods operating at a certain level of
abstraction in isolation from the values of individual elements
of the analysed data sets or time series. The ideal solution here
seems to be an application of broadly understood fuzzy set-
based techniques or, in general, information granules, which
allow a transfer of such considerations to a higher level of
generality.

The concept of information granules was proposed in the
1970s, but it is currently undergoing a renaissance due to nu-
merous publications promoting this idea [31]–[36]. Therefore,
our main goal is to propose universal solutions to granular
data representation as well as search and classify anomalies
using this granular description. Only a few papers [37]–[41]
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present a general concept of using information granules to
detect and classify anomalies, but the most of them contain
only preliminary and general considerations. Therefore, it is
justified to undertake research in this direction. The novelty
of the proposed approach is to develop methods operating at a
certain level of abstraction, in isolation from the data analysed.
Thanks to this innovative approach, it will be possible to
provide universal methods for detecting anomalies in various
types of data sets. Moreover, our goal is to shed some light
on the aspect of Granular Computing and fuzzy set-based
computations to the data analysis. Therefore, the number of
references is relatively large. However, as an initial work in
the area, we focus on the problem and show the background
of the topic, particularly within the framework of Granular
Computing.

Finally, our motivation is to present the potential of our
proposal in a series of experiments carried with the real data
in the area of transportation. The results of the experiments
show a high efficiency of the approach.

We meet the need to collect and process data in many areas
of life. Very often we deal with large data sets in which outliers
or other types of anomalies naturally appear. The occurrence
of these artifacts may be caused by system errors, or in many
cases human error, because man is very often the weakest link
in the system. Therefore, the ability to detect and classify all
types of anomalies is highly desirable.

So far, a number of methods for detecting anomalies have
been developed in both large data sets [42] and in time series
[43], but in most cases the proposed methods are very closely
related to the nature of the analysed data. Studies on universal
methods of detecting anomalies [44] continue to be conducted,
but these methods are still based on the analysis of individual
elements of the examined sets.

The justification of the research problem is the need to
develop a universal system for detection and classification of
anomalies, which will operate at a higher level of abstraction
and will not be strongly dependent on the data analysed. The
proposed application of the information granules paradigm
allows for conducting the reflection in a way apart from the
level of raw data. The use of information granules to detect
and classify anomalies in large data sets and time series is
an innovative approach that has the potential to introduce
significant added value. Introducing considerations to a higher
level of abstraction will allow the use of more general methods
of data analysis that are not dependent on the nature of the
data being analysed. It is difficult to compare with each other
the individual elements of multidimensional data sets, whose
particular components often have different values and even
different types of data. By detaching from individual data
and specific set structures, it will be possible to introduce
new, universal solutions that will be able to work properly
for various data from different sources.

Generally, the proposed concept is based on recoding avail-
able data into vectors in the n-dimensional space (anomaly
detection stage) and examining the mutual position of such
new entities (anomaly classification stage) in isolation from

the source data [41]. We will call the newly created vectors
information granules.

The structure of the paper is as follows. In section II
the proposed method is discussed. Section III covers the
results of experiments, while the last section IV is devoted
to conclusions and future work.

II. METHOD DESCRIPTION

The main idea of transferring considerations into abstract
elements is to use the recoding of the value of a single column
of the data set into a fixed number range. In the approach de-
scribed here, a discrete range of numbers is considered, namely
{−N,−(N − 1), . . . ,−1, 0, 1, N − 1, N}, where encoding a
single value by zero means no anomalies, the sign specifies
the type of anomaly (underestimation or overestimation of
values), while the descriptor module indicates the strength of
the anomaly. For data with a distribution similar to the normal
distribution, the thresholds for the range of descriptors can be
associated with quantiles. In other cases, the thresholds are
set arbitrarily by an expert based on his/her knowledge. In
the analysed data set, each record (row) is transformed into
a numerical vector whose components are these descriptors.
Data transformation is carried out using the function

T (x) =



−5, if x < x0

−4, if x0 ≤ x < x1

−3, if x1 ≤ x < x2

−2, if x2 ≤ x < x3

−1, if x3 ≤ x < x4

0, if x4 ≤ x < x5

1, if x5 ≤ x < x6

2, if x6 ≤ x < x7

3, if x7 ≤ x < x8

4, if x8 ≤ x < x9

5, if x9 ≤ x

(1)

At the stage of recoding values into a fixed numerical set,
the process of detecting anomalies is carried out. It is possible
to use fuzzy decision rules here, but in this case two vectors
are obtained for each: one of them contains the values of
the descriptors and the other the degree of membership to
the given descriptors. At this stage, only crisp values are
considered and only the degrees of membership in individual
classes of anomalies are blurred.

After the transformation of the analysed dataset using
carefully selected decision rules, considerations are transferred
to the level of abstract entities described by vectors of integers.

For Zn sub-space elements, classification can be done using
well-known fuzzy grouping techniques, e.g. Fuzzy C-Means.
At the same time, it is suggested to define the centres of
individual clusters on the edge of the considered collection
and ideally in its centre. For example, in the case of three-
dimensional space {N,−N +1, . . . ,−1, 0, 1, . . . , N −1, N}3
cluster centres should be points with coordinates of the form
(x, 0, y),where x, y ∈ {−N, 0, N}.

It is obvious that in many practical examples, the data
analysed contain various types of information, not all of them



which need to be at risk of anomalies. In this case, only
those features (columns) in which anomalies may occur are
considered for analysis. In addition, information calculated on
the basis of available raw data can be analysed.

Membership in individual clusters can be designated as
standardised reciprocals of the distance of a given point (its
descriptor) from the imposed cluster centres.

III. EXPERIMENTAL STUDY

Experiments were carried out using Knime analitics plat-
forms. Part of the data set available in the set provided in [45]
was analysed, limited to the last part of the collection contain-
ing a total of 15,004,556 rows. Initially, the rows with missing
values were removed and only 15,003,820 rows remained
after this operation. For each line describing one taxi journey,
the following information is available: hack license, ven-
dor id, rate code, pickup datetime, dropoff datetime, passen-
ger count, trip time in secs, trip distance, pickup latitude,
pickup longitude, dropoff latitude, dropoff longitude. The re-
sults of preliminary research on the use of such an approach
are presented in the experimental section, where the data
describing the New York taxi [45] courses were tested.

The values of the basic input statistics are presented in
Table I.

Analysing the basic statistics for the available data (Ta-
ble II), we can see that the database is burdened with outliers,
which are probably incorrect, as evidenced by extreme values
of longitude and latitude.

Based on the available data, the values of auxiliary variables
such as calculated trip time, which is the difference between
dropoff datetime and pickup datetime are calculated. In ad-
dition, the following variables are calculated: distance in a
straight line, distance difference, percentage of added road,
time difference, speed based on available data, speed based
on calculated data and distance from Times Square.

Analyzing the values in the table, it can be seen that there
are outliers for all of the newly determined variables. For
example, in the database there are taxi rides for which the
average speed was 102 960 mph. In addition, some taxi routes
began at a point more than 10,000 miles from Times Square.
Due to justified suspicion of anomalies, some of the variables
were transformed into discrete values describing the direction
and strength of the anomalies in the analysed data by using
the function given by the formula (1). Due to the fact that

TABLE I
BASED STATISTICS OF AVAILABLE DATA

Attribute Min Max Mean Std. deviation
Passenger count 0 9 1.7 1.5

Trip time in secs 0 10800 784.2 582.1
Trip distance 0 100 2.9 3.4

Pickup longitude -2150.2 83.4 -73.2 7.8
Pickup latitude -49.5 500.6 40.3 4.3

Dropoff longitude -2130.8 160.6 -73.1 8.0
Dropoff latitude -3114.4 494.8 40.3 4.5

TABLE II
BASED STATISTICS OF CALCULATED DATA

Attribute Min Max Mean Std.
deviation

Distance in
a straight line 0 10324.1 10.3 208.5

Distance difference -10321.1 99.4 -7.3 208.6
Percentage of
added road 1.72E-05 88828596 2153.8 133474.3

Time difference -317174 2147735 1.4 686.5
Speed based on
available data 0 102960 13.9 141.4

Speed based on
calculated data -2769176 3875174 27.3 6983.9

Distance from
Times Square 8.8E-04 10324.8 65.8 582

the analysed values do not have normal distributions, the
thresholds x0, . . . , x9 were set arbitrarily in accordance with
the values in the Table III.

After introducing a unified scale determining the type and
strength of anomalies, one can visualise and compare individ-
ual points. Figs. 1-3 show the locations of the start points of
the course by a taxi marked with the colour of the descriptor
value describing the percentage of the overpowered road.

At first glance, it can be seen that points located on the
ocean and at a significant distance from New York have a
value of 5 for the descriptor describing the percentage of the
added road, i.e., the declared length of the route is more than
twice the distance in a straight line between the beginning and
end point of the analysed taxi route.

A more detailed analysis (zoom of the image) shows that
also for points located in the vicinity of New York, as well as
in the city itself, there is a significant difference between the
declared route length and the distance in a straight line.

The visualisation of the distance from Times Square (Figs. 4
- 5) presents the concept of introducing the anomaly descriptor
described above very well. Points located at most 25 miles
from Times Square are marked in blue, while points located
at least 100 miles from the square in red. Intermediate colours

TABLE III
THRESHOLDS TAKEN INTO ACCOUNT WHEN TRANSFORMING EMPIRICAL

VALUES INTO A FIXED SCALE FOR CLASSIFYING ANOMALIES

Threshold /
Column

Percentage of
overpowered

road

Relative
time

difference

Distance
from

Times
Square

Speed
based on
available

data
x0 -15 -15 0 0
x1 -10 -10 0 0
x2 -5 -5 0 0
x3 -1 -1 0 0
x4 0 0 0 0
x5 10 10 25 25
x6 20 20 30 27
x7 30 30 40 30
x8 50 50 50 40
x9 100 100 100 50



Fig. 1. The results with the use of a descriptor presentining the percentage of
added road, i.e. the difference between the distance declared and the distance
in a straight line normed by the distance in a straight line. The red value is
5 for the descriptor and the blue value is 0 for the descriptor, intermediate
values are the intermediate colours.

Fig. 2. The results with the use of a descriptor presenting the percentage of
added road, i.e. the difference between the distance declared and the distance
in a straight line normed by the distance in a straight line. The red value is
5 for the descriptor and the blue value is 0 for the descriptor, intermediate
values are the intermediate colours (The area bounded by the neighbourhoods
of New York City)

mean intermediate descriptor values.
There is no such simple relationship between the location of

the taxi start point and the descriptor value in the case of the
descriptor presenting the average speed at which the course
was carried out.

As can be seen in Fig. 6, the beginnings of routes for which
the average speed exceeding 100 mph, calculated on the basis
of the declared time and length of travel, are located both in
the city and its surroundings.

It should also be noted that in the heart of New York some

Fig. 3. The results with the use of a descriptor presenting the percentage of
added road, i.e. the difference between the distance declared and the distance
in a straight line normed by the distance in a straight line. The red value is
5 for the descriptor and the blue value is 0 for the descriptor, intermediate
values are the intermediate colours (zoomed picture)

Fig. 4. Visualisation of the descriptor value describing the distance from
Times Square.

drivers are able to travel at speeds exceeding 100 miles per
hour.

Analysing the results of Table IV, we find that the vast
majority of data are not classified as anomalies (value 0 for
individual descriptors). However, within each descriptor there
are points that have a significant deviation from the standard,
i.e. an anomaly. In addition, it turns out that four courses are
characterised by the maximum degree of anomaly within each
descriptor. The occurrence of missing values is caused by an
incorrect range of raw data (geographical coordinates out of
range).



Fig. 5. Visualisation of the descriptor value describing the distance from
Times Square (zoomed).

Fig. 6. Speed descriptor

TABLE IV
THE DISTRIBUTION OF THE SENSITIVITY OF INDIVIDUAL DESCRIPTORS

Descr.
value

Percent.
of

over-
powered

road
granule

Time
difference
granule

Times
Square
granule

Speed
granule

Speed 2
granule

0 1733487 14946643 14824132 14071171 14656424
1 2189247 2804 816 219221 96980
2 2435743 1721 564 236565 89545
3 4465728 1421 212 349897 79233
4 2358264 1504 111 71155 10520
5 1575226 7813 177985 13870 25099
no

data 246125 41914 0 41941 46019

Fig. 7. Speed descriptor (zoomed)

In the analysed example, in which five dimensions of the
information grain were distinguished, cluster centres were
limited to points where one coordinate equals 5 and to points
with coordinates (0;0;0;0;0) and (5;5;5;5;5) corresponding to
elements showing an extremely high anomaly within one
coordinate, elements free from anomalies and elements char-
acterised by a high anomaly within each grain dimension.

As degrees of membership to individual clusters, as men-
tioned earlier, one can use normalised inverses of distance
from individual clusters. It is obvious that with such a mem-
bership function, one element belongs to several clusters at
the same time, and the closer the element is to the centre
of a given cluster, the greater the value of belonging. The
proposed solution for determining the degree of membership
to individual clusters (see Table V) is an alternative to using
other fuzzy clustering methods, such as Fuzzy C-Means, which
with such a large number of tested elements and any large
dimension of the space under consideration do not work
properly.

Thus, the most of the analysed taxi routes are characterised
by a relatively large percentage of additional roads, which due

TABLE V
PERCENTAGE OF ITEMS MOST BELONGING TO A GIVEN CLUSTER

Cluster center Percentage
“0;0;0;0;0” 0.425427
“0;0;0;0;5” 0.003568
“0;0;0;5;0” 0.00279
“0;0;5;0;0” 0.00458
“0;5;0;0;0” 0.0101
“5;0;0;0;0” 0.547752
“5;5;5;5;5” 0.005784



to the specificity of the city and the density of roads may
suggest that drivers specially choose longer routes. Analysing
the values in Fig. 8, we can conclude that the most numerous
group of anomalies is the additional route.

Fig. 8. Distribution of belonging of the 4 most numerous groups of elements
constituting nearly 0.75 of all objects.

IV. CONCLUSIONS AND FUTURE WORK

In this study, we have presented the concept of moving data
data analysis to a higher level of abstraction and detachment
from the analysis of raw data, which has great potential for
applications. We have shown that it is possible to fully develop
the proposed concept and introduce other, more sophisticated
methods of data analysis carried out on abstract entities
being a granular description of raw data. Moreover, we have
thoroughly considered the analysis of the literature related to
the Granular Computing problems in the area of data analysis,
in particular, anomaly or outlier detection.

Future work should concentrate on in-depth analysis of
Granular Computing possibilities to cover the problems dis-
cussed. In addition, it is planned to combine the proposed
solutions with other techniques, such as those described in
[46]–[48].
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