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Abstract—In the Hybrid Memory research approach, the
development of new storing data strategies combines the tradi-
tional volatile memories (DRAM) with the emerging non-volatile
memory (NVM) to take advantage of their potential and best
features. One question in the hybrid memory research is the
decision of which memory technology to use in order to store data
of distinct applications. These decision processes have to examine
the behavior of memory operations, such as read/write frequency,
and also their memory characteristics. Also, considering the large
volume of parameters and the uncertainties inherent in the data
migration, the decision to store data in hybrid memories is not
a trivial task. This paper presents the f-HybridMem component,
a fuzzy-based system to support the uncertainty in data man-
agement for hybrid memory architectures. Thus, this proposal
contributes to determine a correct selection between memory
modules by improving the data management, in a page level
organization. The memory management takes into account the
behavior of memory operations and the memory characteristics.
Such architecture is conceived based on the following modules:
(i) Access Updater, a hardware module to identify the pages
access patterns, and (ii) f-HybridMem component, a fuzzy-based
software module supporting the migration decision processes. In
addition, tests are conducted attempt evaluating the accuracy of
the fuzzy-based system. Moreover, the proposed evaluations aim
to estimate the influence of the following parameters: Buffer Size,
Counters Size, Frequency of Migration, Promote Value, Demote
Value, providing a correct recommend for data migrations.

Index Terms—Decision analysis, Decision Support, Hybrid
memory, Memory Management, Fuzzy Logic Application.

I. INTRODUCTION

The capacity of the main memory and its energy consump-
tion have been a big challenge to the development of new

computer systems. Advances in cloud computing and big data
processing are examples of today’s demands for high-speed,
high-capacity and low-power memory architectures.

Some studies show that DRAM memory technology is
achieving its limit of scalability [1], [2]. The main constraint
of DRAM technology is related to energy consumption and
cell sizes. As the memory size increases, its response time
also increases. Consequently, in DRAM technology, the grown
of main memory to meet large scale computing leads to an
increase in energy consumption and also in power dissipation.

Considering this scenario, to achieve high memory capacity
demand, new technologies have been developed as alternatives
to the DRAM architecture. Thus, a strong trend in memory
architecture is the Non-Volatile Memories (NVMs), providing
lower static power and higher density when compared to
DRAM structures. Besides that, in some cases, NVMs can
achieve an overall low energy consumption. Because of these
main characteristics, NVM technologies have the potential to
overcome the scalability limits related to DRAM memories.

However, NVM application over traditional memory archi-
tectures leads to new challenges because of the low endurance
of NVM and the asymmetry time executions between read and
write operations. Moreover, in these scenarios, where NVM is
still under development and the simple replacement of DRAM
by NVM architecture would face high durability issues [3],
the use of Hybrid Memories constitutes a new perspective to
prospect solutions of such memory architecture problems. This
approach integrates the use of both approaches, DRAM and
NVM, exploiting the best features of each technology [4].
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One basic problem in the hybrid memory research area
is the following decision-question: which memory module
need to be select for writing each data. This making decision
problem has to consider the uncertainties inherent to multiple
characteristics of hybrid memory architectures. See, e.g., the
size of memories, speed of read/write operations, endurance,
and energy consumption. Moreover, and more challenging,
the decision has to examine and identify the patterns of
memory accesses, also considering the uncertainty related to
all previously described attributes.

This paper presents the f-HybridMem, a novel approach
based on Fuzzy Systems to decision support in data man-
agement in Hybrid Main Memories. This approach takes into
account uncertainties inherent to multiple characteristics of
hybrid memory architectures and also variances between such
memory technologies and their organization.

This paper is organized as follows. The background, which
presents an overview of the memory technologies is presented
in Section II. Section III discusses related works about data
management in hybrid memories. In Section IV is presented
the f-HybridMem proposal. Section V shows our experiments,
evaluations and results. Finally, Section VI present our con-
clusions.

II. BACKGROUND

This section presents an overview of memory technologies
and features the motivation for using hybrid memories.

A. Memory Technologies

NVMs are classified according to their functional properties
concerning to programming and erasing operations [5].

Various techniques use the NVM architecture because of
their advantages over traditional DRAM and SRAM memories.
Although such emerging memory market is still smaller than
traditional ones, it is expected that this market will grow by
2021, reaching rates around 110% per year, when these new
technologies will be used in many products [6].

Some examples of emerging memories are PCM/PCRAM
(Phase Change Memory Random-Access Memory), MRAM
(Magnetoresistive RAM), STT-MRAM/STT-RAM (Spin-
Transfer Torque Magnetic RAM), RRAM/ReRAM (Resistive
RAM), FRAM/FeRAM (Ferro-magnetic RAM) and DWM
(Domain Wall Memory).

PCM employs a material called GeSbTe (GST), which
is alloys of germanium, antimony, and tellurium. GST has
two phases, known as an amorphous phase and a crystalline
phase, representing the high and low electrical resistivity,
respectively [7]. Compared to SRAM and eDRAM (embedded
DRAM), these NVM technologies have higher density, lower
standby power, better scalability, and are non-volatile [8].
However, PCM has some problems like write latency, write
energy and endurance [7].

An MRAM is based on memory cells having two magnetic
storage elements, one with a fixed magnetic polarity and the
other one with a switchable polarity [5]. MRAM can be
directly coupled with processors and used as both volatile and

non-volatile storage. This characteristic differentiates MRAM
from resistive RAM and PCM, limited by slow write speed
and inadequate endurance, which are pursued primarily for
storage applications [9].

An STT-RAM memory uses the magnetic tunnel junction
(MTJ) for the storage element, reducing the energy required to
write the cell. STT-RAM is a form of MRAM that uses spin-
transfer torque to reorient the free layer by passing a large,
directional write current through the MTJ [10].

FeRAM maintains the data without any external power
supply by using a ferroelectric material in the place of a
conventional dielectric material between the plates of the
capacitor. One disadvantage of FeRAM is that the read cycle
is destructive [5]. FeRAMs are expected to have many ap-
plications in small consumer devices such as personal digital
assistants (PDAs), smartphones, power meters, smart cards,
and in security systems. Even after FeRAM has achieved
a level of commercial success, current FeRAM chips offer
performance that is either comparable to or exceeding current
Flash memories, but still slower than DRAMs [5].

A RM, also known as Domain Wall Memory (DWM),
can achieve ultra-high storage density, fast access velocity
and non-volatility. Former research has demonstrated that RM
has potential to serve as on-chip cache or main memory.
However, RM has more flexibility and difficulty in design
space of main memory because it has more device level design
parameters [11].

B. Hybrid Memories

There are several types of memory optimizations which are
described in the literature. These approaches are focused on
hardware or software optimizations, but also can be combined
hardware-software optimizations.

Several works take advantage of new memory technologies
to replace DRAM as main memory and improve life time [12],
performance [13], energy and performance [14], [15], and
other works turn their attention to energy optimization [16].

NVM technologies have been proposed as an alternative to
mitigate the disadvantages of traditional DRAM and SRAM
memories. In this scenario, hybrid architectures have been
used to combine desirable characteristics of volatile and non-
volatile memories. However, according to [17], there are
significant performance issues caused by the interference due
to data migration between DRAM and NVM and a lack of
effective migration policies.

III. RELATED WORKS

Researchers have proposed using NVMs to address DRAM
scalability. Then, it becomes relevant to use data management
in hybrid memories to deal with multiple parameters in volatile
and NVMs. In this case, it is meaningful to investigate data
management strategies in hybrid memories.

DRAM-PCM hybrid memory architectures offer the merit
of combining the advantages of DRAM and PCM and hiding
their shortcomings. Khouzani et al. [18] emphasized that PCM
is a promising candidate to be used as main memory in next



generation computer systems, given its non-volatility, potential
high density, and low static power. Khouzani et al. [18] explore
the interactions between DRAM and PCM to improve both the
performance and the endurance of a DRAM-PCM hybrid main
memory. The evaluation set includes selected benchmarks
from the SPEC 2000 & 2006 suites. Experimental results
have shown that with the proposed techniques are able to
deliver 7% reduction in DRAM misses and 6% reduction
in PCM writes. With this approach, they improve average
memory hit time (AMHT) by 1.3% while energy consumption
was reduced by 4% and it can prolong PCM lifetime by
72%. According to the authors, these results confirm that
unlike traditional techniques which have to trade-off among
performance, energy consumption, and lifetime, the proposed
hybrid memory design can improve all the three factors at the
same time.

Bock et al. [17] suggest a combination of DRAM+NVM
to increase capacity and reliability, and to decrease energy
consumption. They propose new analysis and simulation tech-
niques to understand the behavior of software-managed hybrid
memory. For evaluation, this work used a subset of the SPEC
CPU2006 benchmark suite. These benchmarks were used with
multiple data sets as a separate workload obtaining a total
of 52 different benchmark/input combinations. This work has
been identified factors that limit performance in hybrid main
memory. Experimental results show that the highest L2 access
latency reduction potential comes from developing better mi-
gration policies (27% average), followed by eliminating the
overhead of the PCM bus queue (11%), L2 miss rate (6%),
PCM bank queue (4%) and PCM row buffer miss rate (2%).

Other works approach page migration in hybrid memories.
Bock et al. [19] describes Concurrent Migration of Multiple
Pages (CMMP), a hardware-software mechanism for manag-
ing hybrid main memory (DRAM+PCM). According to the
authors, this mechanism reduces contention at the memory
system caused by migration and also improves performance
by 14% and reduces energy consumption by 29% on average.

Cheng et al. [20] propose an adaptive page allocation
and buffer management methodology for the hierarchical
DRAM/PCM memory architecture. In this propose, a small
DRAM is used as cache of PCM to reduce leakage power
consumption. Energy consumption and access latency of PCM
was improved by 25%.

Li et al. [21] propose a page-management mechanism called
utility-based hybrid memory management (UH-MEM). This
mechanism estimates the utility of migrating a page between
different memory types and uses this information to guide data
placement. This proposal improves performance by 14% on
average compared to the state-of-art mechanisms.

In other extension, Liu et al. [22] introduced Memos, a
memory management framework in the OS for horizontally
integrated DRAM and NVM.

According to Huang et al. [23], most researches are based
on migration to decrease the average memory access cost for
the higher cost of NVMs read/write operation. However, the
page migration itself is a high-cost operation. In this work, in

order to decrease cost, they propose a virtual page behavior
based page management policy (VBPM). They allocate virtual
pages into DRAM or PCM physical pages correspondingly.
Experimental results show that this approach decreases the
average memory access time by 24% and improves real-time
performance in critical path.

Maddah et al. [24] propose a Cost Aware Flip Optimization
for Asymmetric Memories (CAFO), a new cost aware flip
reduction scheme. This scheme targets minimizing the cost
incurred by the write operation. This model uses both PCM
and STT-RAM through setting the costs of bit flips that
would match the characteristics of the underlying technology.
According to the authors, this proposal is capable of cutting
down the write cost by up to 65% more than existing schemes.

Table I shows the summary of the related works.

TABLE I
SUMMARIZED RELATED WORKS

Reference Hybrid Volatile NVM
[17], [18], [19], [21], [23] Yes DRAM PCM

[20], [22] Yes DRAM Generic
[24] Yes STT-RAM PCM

Several other works take advantage of cache approach to
deal with the high cost of read/write operation in NVMs and
consequently to deal with this cost in hybrid memories that
uses NVMs ( [25], [26], [27], [28], [29], [30]).

Other works use Fuzzy Logic for decision support in cache
memories ( [31], [32], [33], [34], [35]).

IV. f-HybridMem PROPOSAL

The present work contributes to improving the data manage-
ment, in a page level organization, in hybrid main memories
by using a fuzzy-based approach.

This proposal considers a hybrid memory composed of two
memory modules: a DRAM and an NVM module, shown in
Fig.1. Because of the constraints of endurance and energy
consumption on NVM, it is not recommended to execute
many write operations in this module. Thus, it is desirable
to store on NVM only pages with a high read rate, and keep
all other pages on DRAM. So, the strategy of f-HybridMem
for managing hybrid memories is by migrating pages between
memory modules. Based on the access patterns of each page,
the f-HybridMem can perform two types of page migration:

• Promotion - The migration of pages from NVM to
DRAM, and

• Demotion - The migration of pages from DRAM to
NVM.

At the beginning of memory management, all pages are
stored in DRAM. Then, based on the access patterns of each
page, the migrations start. To perform all this mechanism,
the f-HybridMem architecture consists of two components,
highlighted in gray in the Fig. 1:
(i) Access Updater, a hardware component responsible for

storing the page accesses in the Access Buffer and
periodically send the buffer data to f-HybridMem; and



(ii) f-HybridMem module, a software component responsible
for evaluating the data received from the Access Updater,
returning a migration recommendation value for each
page in the buffer.

Fig. 1. Hybrid Main Memory architecture with f-HybridMem

A. Access Updater

The storing information about frequency access pages at the
main memory is considered in the Access Updater module.

This hardware module is composed of the Access Buffer,
the mechanism to update the buffer, and an interface to peri-
odically call f-HybridMem module on the operating system.
The Access Buffer holds the values of the volume of writings,
the volume of readings and the recency of each page access.

The Access Updater module is placed between the last level
cache and the main memory to intercept the accesses to the
main memory. This interception is made without adding costs
in the normal memory access.

Once memory access occurs, the Access Updates intercept
it and updates the access buffer. The module stores the page
address if it is not already stored, and increase its read or write
counters, according to the type of memory access.

Periodically, the Access Updater requests to f-HybribMem,
located in the operating system, to recommend page migra-
tions. Thus, the Access Updater sends all the information
stored in the buffer to the f-HybribMem and receives a list
of migrations recommendations. Lastly, the Access Updater,
based on the recommendations of fHybridMem, assigns to
DMA the migration of the pages in the memory.

1) Access Buffer: The Access Buffer stores information
about the frequency of read/write accesses to memory pages,
as well as the recency and repetition of these accesses. The

Access Buffer has three fields: page address, read counter and
write counter.

Since the Access Buffer is an additional hardware, its size
must be as small as possible [36]. Thus, the size of the
buffer can be controlled based on two limits: the number of
records in the buffer and the number of bits for the read/write
counters. Also, it is necessary to evaluate the performance
of the memory management mechanism and compare to the
performance of using the same additional hardware to increase
main memory.

In this work, it was considered strategies to reduce the
hardware size. Due to this buffer limit size, the Least Recently
Used Policy (LRU) is adopted, replacing pages in the buffer.
Regarding the counter limits, when a record achieves the
maximum representation the counters of all records are bit
shifted by one to right. In this paper, the records in the Access
Buffer are stored in the insertion order, where the position of
the pages in the buffer divided by the buffer size represents
the recency of access. See Session V presenting an evaluation
of distinct buffer configurations.

B. Fuzzy Modeling of f-HybridMem System

According with [37], a fuzzy set X is characterized by its
membership function (MF) µA : χ → [0, 1], with µA(u)
interpreting the membership degree of an element u in the
universe χ 6= ∅, related to a fuzzy set A. Thus, a fuzzy set A
can be described by pairs, associating u ∈ χ to its membership
value µχ(u) as given in the following:

A = {(u, µA(u)) : u ∈ χ, µχ(u) ∈ [0, 1]}. (1)

When #χ = n, we indicate a fuzzy value as µX(ui) = xi ∈
A, i ∈ Nn = {1, 2, . . . , n}. Moreover, by considering the
natural order ≤ on [0, 1], we can define the lattice L([0, 1]) =
([0, 1],≤,∨,∧, 1, 0) of all fuzzy values, taking the supremum
and infimum operators as follows:

x ∨ y = max(x, y) and x ∧ y = min(x, y). (2)

In this study, graphic expressions of MF is given by trapezoidal
functions and the main functions which qualify operators on
L([0, 1]) are reported below [38]:

• A triangular norm (t-norm) T : [0, 1]2 → [0, 1] satisfies
the commutative, associative and monotonic properties
and it has the 1 ∈ [0, 1] as neutral element. The operator
min : [0, 1]2 → [0, 1] interprets intersections on L([0, 1]).

• A triangular conorm (t-conorm) S : U2 → U that satisfies
the commutative, associative and monotonic properties
and it has the 0 ∈ U as neutral element. The operator
max : [0, 1]2 → [0, 1] interprets the union on L([0, 1]).

In addition, a fuzzy negation N : [0, 1] → [0, 1] is a
decreasing function such that N(0) = 1 and N(1) = 0.
Function N(x) = 1 − x provide interpretation to the com-
plement of a FS on L([0, 1]). And, a fuzzy implication
I : U2 → U preserves the values of classical implication:
I(1, 1) = I(0, 0) = I(0, 1) = 1, I(1, 0) = 0 and also verifies
the isotonicity in the first argument and anti-tonicity in the
second one.



The f-HybridMem verifies the priority of each page be
switched from one to other memory, taking into account a
Rule Base acting on the three steps: Fuzzification, Inference,
and Defuzzification. So, it returns as output the priority of
each page. The modeling of the fuzzy system was performed
using the Juzzy [39] module.

1) f-HybridMem Data Base - Membership Functions: Dur-
ing the study of variables considering the expertise opinions,
each one of linguistic variables (LV) was associated to four
distinct FS, using the trapezoidal graphical representation to
corresponding membership functions.

A setting reading related to the simulated cloud computing
environment is performed to measure attributes as Recency
of Access (RA), Read Frequency (RF) and Write Frequency
(WF). The reading values are applied to the standard scale,
considering the interval [0, 10], for RA Eq.(3), RF Eq.(4) and
WF Eq.(5) in order to obtain their membership degrees:

RA = pi(LA)/MaxDistance (3)
RF = hi(RC)/MaxR (4)
WF = pi(WC)/MaxW (5)

The following parameters are considered:
• pi denoting the page(i) of the memory environment;
• LA indicating the executed memory instructions count

after the last access on the same page;
• RC denoting the read operation count on the page;
• WC denoting the write operation count on the page;
• MaxDistance representing the instruction count exe-

cuted after least recently accessed page
• MaxW representing the highest number of write opera-

tions among pages;
• MaxR indicating the highest number of read operations

among pages;
The linguistic terms (LT) defining FS related to variable RA

are stated as follows: “Low” (LRA), “Medium” (MRA) and
“High” (HRA - best case), in [0, 10], as shown in Figure 2(a).

In the case of FS associated with variable RF, we have
that: “Low” (LRF), “Medium” (MRF) and “High” (HRF -
best case), as graphically represented in Figure 2(b).

In the design of the FS for WF, were considered “ Low ”
(LWF), “ Medium ” (MWF) and “ High ” (HWF - best case)
as LT, see Figure 2(c).

The output variable (Promotion) is also adapted to a stan-
dard scale, and the LT corresponding FS used are as follows:
“Low” (LP), “Medium” (MU) and “High” (HP - best case).
These Membership Functions are presented in Figure 2(d).

2) Fuzzification: At this stage, the input values (already set
for an observed scale in the section IV-B1) is mapped to the
fuzzy domain.

3) Rule Base (RB): In f-HybridMem component, the devel-
opment of the RB was based on the expertise of specialists.
The RB should be easily understandable and editable since
there is no difficulty in adding new rules whether other input
variables are desired to be manipulated. Three factors are
considered in its construction:

Fig. 2. RA, RF, WF and Promotion in the default scale

• LV as name FS, turning the modeling closer to the real
world system;

• Type “AND” connections are taken into account to create
the relationship among the input variables;

• Type fuzzy implications performing the affirmative
modus in inference scheme, related to the generalized
modus ponens (GMP): “if X is A, then Y is B”.

4) Inference: In inference process, the composition opera-
tors is performed over FS relating the antecedents of rules to
implications using the generalized modus ponens operator.
(i) It performs the application of fuzzy operators when input

data consist of three values resulting from fuzzification,
applying the fuzzy implication I(x, y) =MAX(1−x, y).
The “AND” fuzzy operator aggregates the main rules and,
the method MIN (minimum) returning related fuzzifica-
tion values;

(ii) Implication Fuzzy Method Application, performs a com-
bination of the value obtained in the fuzzy operator
applied and the values of FS output rule, using the method
MIN (minimum) on these combinations;

(iii) Aggregation Fuzzy Method Application, resulting com-
position of the fuzzy output of each rule by using the
method MAX (maximum), thus creating a single fuzzy
region to be analyzed by the next Fuzzy process module.

5) Defuzzification: In defuzzification step of the f-
HybridMem system, the region transformation results on a
discrete value (related to promotion) applying the center of
the area. This method calculates the centroid (u) of the
area consisting of the output of the fuzzy inference system
(connecting of all contribution rules stated in sections IV-B3
and IV-B2) according with the following equation:

u =

∑N
i=1 uiµOUT (ui)∑N
i=1 µOUT (ui)

(6)

V. f-HybridMem EVALUATION

First, traces of memory access were collected by running
a subset of benchmarks from Mibench [40], over GEM5
[41] and NVMain simulators [42]. We selected the following



benchmarks: basicmath, FFT, qsort and typeset. The basic
math test performs simple mathematical calculations. On the
other hand, FFT performs a Fast Fourier Transform and its
inverse transform on an array of data. The qsort test sorts
a large array of strings into ascending order using the quick
sort algorithm. Typeset is a general typesetting tool, that has
a front-end processor for HTML.

These memory traces were used as input for all tests
performed in this paper. We used an in-house simulator to
model the hybrid main memory and the Access Updater. The
f-HybridMem module was implemented using the Juzzy tool.

The tests performed aims to evaluate the influence of five
parameters in the architecture performance:

• Buffer Size: number of pages in the buffer;
• Size of Counters: assuming the counter maximum value;
• Frequency of Migration: representing a periodicity, in

number of instruction, that the f-HybridMem will be
called to recommend migrations;

• Promote Value: The threshold value to accept the recom-
mendation for migrating pages from NVM to DRAM;

• Demote Value: The threshold value to accept the recom-
mendation for migrating pages from DRAM to NVM.

Table II presents the values adopted for each parameter. The
tests combined all of the values of the parameters, totalizing
2700 architecture configurations.

The five figures from Fig. 3 to Fig. 7 show the evaluations of
each parameter for the four benchmarks. The values presented
in each chart corresponds to the best result among all the tests
for the evaluated parameter. As the fuzzy algorithm seeks to
group the maximum of read operations in the NVM memory
and avoid write operations in this memory, the information
used to measure the efficiency of the fuzzy algorithm was the
relation between reads and writes operations on NVM. In this
context, two metrics were adopted:

• Reads/Writes ratio - considers only the effective read and
write operations obtained from the traces;

• Reads/Writes ratio + Migration - considers the effective
read/write operations plus the migration operation costs.

Fig. 3 shows the best results for the five buffer sizes. It can
be seen that when migration costs are not considered, the best
results are given for the smaller buffers for the basicmath and
typeset benchmarks. FFT benchmark, on the other hand, does
not seem to be affected by the buffer size. QuickSort had
its best result with an intermediate buffer. These behaviors
demonstrate that, as opposed to expectative, large buffers do
not improve the accuracy of the algorithm. The size of the

TABLE II
SIMULATION PARAMETERS VALUES

Parameter Values
Buffer size [16, 32, 64, 128, 256]
Size of counters [4, 8, 16, 32, 64]
Frequency of migration [2048, 8192, 32768]
Promote value [4, 5, 6, 7, 8, 9]
Demote value [1, 2, 3, 4, 5, 6]

buffer is directly related to the recency parameter, dividing
the position of the page on buffer by the buffer size.

Thus, in large buffers, pages with different recency values
are evaluated by the fuzzy mechanism with very close values,
reducing the weight of this parameter in decision making.
Besides, the results including the migration cost, it is possible
to see that larger buffers decrease performance. This indicates
a high volume of migrations in the larger buffers, confirming
that the variation in the access recency value is not very
significant, leading to a huge volume of pages being migrated.

Fig. 3. Best results of read/write ratio for Buffer Size parameter

Fig. 4 shows results for the five size counters. The Ba-
sicmath and Typeset benchmarks show that the intermediate
values are responsible for better results when excluding the
migration cost. In the FFT and QuickSort benchmarks, there
was no difference between the counter sizes. When consider-
ing the migration cost, the variation between the parameters
was insignificant for all benchmarks.

Fig. 4. Best results of read/write ratio for Counter Size parameter

Regarding the Promote value parameter, Fig. 5, the ba-
sicmath benchmark shows the behavior as expected, where
the highest Promote values reach the best result when the
migration cost is not considered. The other benchmarks are
not significantly affected by this parameter.

The Demote Value parameter, Fig. 6, shows that when
the Demote value is 1, the performance is the minimum,
which means that there were no demotions and, consequently,
no data on NVM. Moreover, the best results are achieved



Fig. 5. Best results of read/write ratio for Promote Value parameter

when Demote is between 2 and 4. This result is as expected,
however, this great difference between parameters 1 and 2
leads to a need for new tests with intermediate values. In the
Fig. 7 Basicmath and Quicksort show the best results with
shorter frequency of migration, while the typeset shows the
opposite. This indicates that the benchmark characteristics lead
to different results. Testes with higher and lower values are
needed for better analysis.

Fig. 6. Best results of read/write ratio for Demote Value parameter

Fig. 7. Best results of read/write ratio for Frequency of Migration parameter

VI. CONCLUSIONS AND FUTURE TRENDS

In this paper, we present an architectural proposal based
on Fuzzy Systems for decision support in Hybrid Memories

data management. For this purpose, we model and implement
a hybrid memory architecture with two modules: (i) Access
Updater, a hardware module to identify the pages access
patterns, and (ii) f-HybridMem, a fuzzy-based software mod-
ule to support migration decision. The tests conducted with
the proposed architecture attempt to evaluate the accuracy of
the fuzzy system decision making. Moreover, the evaluations
aim to estimate the influence of the five parameters related
to architecture: Buffer Size, Counters Size, Frequency of
Migration, Promote and Demote Value.

Results show that the fuzzy decision support is able to
correctly recommend migrations based on 3 parameters: fre-
quency of reads, frequency of writes and recency of access.
However, a large volume of migrations was observed, which
limits the efficiency of the use of NVM memory. So, as a
continuation of this work, it is necessary to adjust the fuzzy
rules to reduce the volume of migrations.

Further work intends to evaluate the performance of the
memory management mechanism compared to the perfor-
mance of using the same additional hardware to increase
main memory. Also, it is possible to expand the analysis of
f-HybridMem component in different applications. For this,
we are considering the use a wider range of benchmarks,
considering the tuning and selection of inputs in database. In
order to improve the f-HybridMem decision making, we are
promoting new developments in the RB not only basing on
the expertise and knowledge of specialists but also associating
possible automate learning strategies and considering other
families of fuzzy operators to achieve new comparisons. And,
we are investigating the Multi-Value Fuzzy Logic approach,
in particular, the Interval-valued Fuzzy Logic to model not
only the uncertainty of input data (Buffer Size, Counters Size,
Frequency of Migration, Promote Value and Demote Value),
but also the imprecision of the computational calculations.
See, for instance, [43]–[45]. In addition, this extension based
on interval approach can be applied in an integrate way to
admissible linear orders, enabling the result comparisons and
also preserving the imprecision of final data.

ACKNOWLEDGMENT

This work was supported by CNPq, PQ(309160/2019-7) and
PqG/FAPERGS 02/2017(17/2551-0001207-0).

REFERENCES

[1] B. C. Lee, P. Zhou, J. Yang, Y. Zhang, B. Zhao, E. Ipek, O. Mutlu, and
D. Burger, “Phase-change technology and the future of main memory,”
IEEE Micro, 2010.

[2] E. Kultursay, M. Kandemir, A. Sivasubramaniam, and O. Mutlu,
“Evaluating stt-ram as an energy-efficient main memory alternative,”
in 2013 IEEE International Symposium on Performance Analysis of
Systems and Software (ISPASS). IEEE, Apr 2013. [Online]. Available:
http://dx.doi.org/10.1109/ISPASS.2013.6557176

[3] A. Eisenman, D. Gardner, I. AbdelRahman, J. Axboe, S. Dong,
K. Hazelwood, C. Petersen, A. Cidon, and S. Katti, “Reducing
dram footprint with nvm in facebook,” in Proceedings of the
Thirteenth EuroSys Conference, ser. EuroSys ’18. New York,
NY, USA: ACM, 2018, pp. 42:1–42:13. [Online]. Available:
http://doi.acm.org/10.1145/3190508.3190524



[4] X. Wu, J. Li, L. Zhang, E. Speight, and Y. Xie, “Power
and performance of read-write aware hybrid caches with non-
volatile memories,” in 2009 Design, Automation & Test in Europe
Conference & Exhibition. IEEE, apr 2009. [Online]. Available:
https://doi.org/10.1109/date.2009.5090762

[5] J. S. Meena, S. M. Sze, U. Chand, and T.-Y. Tseng, “Overview of
emerging nonvolatile memory technologies,” Nanoscale research letters,
vol. 9, no. 1, p. 526, 2014.
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