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Abstract—In this paper, we propose a fuzzy approach for
texture-based segmentation, where both the obtained regions and
the texture features are fuzzy. This way, we have considered
the imprecision related to the texture concept, as well as the
imprecision associated with the boundaries between regions in
the images. With regard to the texture descriptors, we propose
to define them on the basis of the perceptual properties of texture.
Since these properties are imprecise by nature, they are modelled
by means of fuzzy sets defined on the domain of some of the
most representative measures of each property. With regard to
the segmentation technique, a fuzzy path-based segmentation is
proposed. In this approach, fuzzy connectivity is used to measure
the relationship between any pair of pixels. Thus, given a set
of seed points, fuzzy regions are obtained on the basis of the
connectivity between each seed point and the rest of pixels
in the image. Finally, this proposal is applied to obtain fuzzy
segmentations from real images.

Index Terms—Image analysis, texture modelling, fuzzy seg-
mentation

I. INTRODUCTION

Image segmentation is one of the most important tasks
in computer vision, since it is the starting point for a great
variety of image analysis applications, such as medical imag-
ing [1], [2], object identification and classification [3], [4],
content-based image retrieval [5], etc. Image segmentation
techniques split an image into several regions in such way
that pixels in the same region share certain characteristics
(usually associated with color or/and texture). A large number
of approaches to the segmentation problem can be found in
the literature, including pixel based techniques [6]–[8], frontier
based techniques [9], [10], and region based techniques [11],
[12].

Usually, in real images, there are no abrupt changes in the
characteristics from one region to another, but the boundaries
between regions are imprecise and blurred. Thus, in the
segmentation task, it is difficult to assign a region to the
pixels in these boundaries. In order to face this problem, fuzzy
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segmentation techniques, that model each region in the image
through a fuzzy set, have been proposed [13]–[16]. In those
approaches, the concept of “region” is extended to “fuzzy
region”, where each pixel in the image can be assigned to
several regions with different membership degrees.

In most of segmentation techniques (fuzzy or not), the image
characteristics that are usually employed are related with the
features of color and/or texture, depending on the specific
problem to be solved. In this paper, we will focus our work
in fuzzy segmentation based on texture features.

Texture is one of the most difficult low level feature to
characterize, since it is an imprecise and abstract concept.
Although there is not an accurate definition for the concept of
texture, it is usually described by human according to some
intuitive perceptual properties, like coarseness, directionality,
contrast, line-likeness or regularity [17], [18]. This properties
are also imprecise concepts, because, except in extreme cases,
we cannot set a precise threshold between textures that strictly
accomplish a property and textures that do not, but the accom-
plishment of the property is gradual in nature. In our approach,
we propose to describe texture on the basis of these properties,
and, in order to incorporate the uncertainty associated to them,
fuzzy representation models will be employed.

From our knowledge, all the texture-based fuzzy segmenta-
tion techniques in the literature try to model texture by means
of crisp characteristics, without taking into account the own
imprecision related to it [19]–[22]. Thus, since the descriptors
used in these approaches do not provide a textural representa-
tion interpretable by humans, the obtained segmentation may
not be in accordance with human perception.

In this paper, we propose a texture-based fuzzy segmenta-
tion approach, which uses texture features that are also fuzzy.
On the one hand, as has been commented above, we propose
to describe texture on the basis of its perceptual properties.
First, these properties are modelled by means of fuzzy sets
defined on the domain of some of the most representative
measures of each property [23], and then, fuzzy descriptors
are defined using the proposed representation models. On the
other hand, we have proposed a path-based fuzzy segmentation
technique, which incorporate spatial information related to
adjacency between pixels. In this technique, fuzzy connectivity
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is used to measure the relationship between any pair of pixels.
Thus, given a set of seed points, fuzzy regions are obtained
on the basis of the connectivity between each seed point and
the rest of pixels in the image [13], [24], [25]. Thus, in our
approach, we have considered the imprecision related to the
texture concept, as well as the imprecision associated with the
boundaries between regions in the images.

The rest of the paper is organized as follows. Section II in-
troduces the methodology proposed to obtain the fuzzy texture
descriptors, while in section III we describe the proposed fuzzy
segmentation that uses these characteristics. In section IV
some results obtained by applying this segmentation technique
are shown. Finally, section V summarizes the main conclusions
and future works.

II. TEXTURE FEATURES

In this section, we describe the methodology proposed to
obtain the texture features employed in the fuzzy segmentation
shown in section III. As has been commented above, these
features are based on the perceptual properties of texture.
In particular, coarseness, contrast and directionality, that are
considered the three most fundamental properties in texture
analysis [18], will be employed. In our approach, we propose
to obtain models to represent these texture properties, and,
on the basis of these models, texture descriptors associated
to a pixel or region of image will be defined. Thus, two
questions need to be faced: firstly, how to model the perceptual
properties and, secondly, how to define the texture descriptors.

With regard to the texture models, as mentioned in the above
section, the perceptual properties are imprecise by nature, what
suggests the use of representation models that incorporate the
uncertainty associated to them. For this modelling, we propose
to use the methodology introduced in our previous work [23],
where texture properties are modelled by means of fuzzy sets
defined on the domain of some of the most representative
measures of each property. In that work, we propose to model
a texture property p ∈ P = {fineness, contrast,directionality}
as a fuzzy set T pk defined on the domain of a computational
measure F pk of this property1. The membership function2 of
this fuzzy set will be defined as

T pk : R→ [0, 1] (1)

of the form

T pk (x; an . . . a0, α, β) =

 0 x < α,
poly(x; an . . . a0) α ≤ x ≤ β,
1 x > β

(2)
with poly(x; an . . . a0) being a polynomial function

poly(x; an . . . a0) = anx
n + . . .+ a1x

1 + a0 (3)

1In [23], we employ a set of representative measures of each property,
obtaining the corresponding fuzzy set T p

k for each one.
2To simplify the notation, as it is usual in the scope of fuzzy sets, we will

use the same notation T p
k for the fuzzy set and for the membership function

that defines it.

TABLE I
PARAMETER VALUES OF THE MEMBERSHIP FUNCTION T p

k
CORRESPONDING TO THE MEASURE WITH THE LOWEST FITTING ERROR

FOR EACH PROPERTY

Fineness Contrast Directionality
(Amadasun) (Tamura) (Tamura)

a3 -6.6128 1.6877 648.14
a2 9.4901 -3.9536 -1792.31
a1 -6.4835 3.8763 1657.35
a0 1.8707 -0.5728 -511.969
α 0.1727 0.1775 0.8594
β 0.5858 0.9620 0.9865

In [23], we proposed to obtain this model by using a
perceptually-based approach that relates the computational
measures with the human perception of the property. For
this purpose, two questions need to be faced: firstly, how to
obtain the data about the “human perception” of the property
and, secondly, how to fit these data with the measures in
order to obtain the membership function. To get information
about the human perception of a texture property, a set of
images covering different presence degrees of this property
was gathered. These images were used to collect, by means
of a poll, human assessments about the perceived presence of
the property.

To obtain the membership function T pk for a given measure
F pk , a robust fitting method was applied in order to obtain
suitable functions relating the values of the measure calculated
for each image with the presence degree of the property
perceived by humans. The detailed description of the analyzed
computational measures, the set of images, the pool and the
robust fitting method are described in detail in [23]. The
parameter values (an . . . a0, α and β) of the membership
function T pk corresponding to the measure with the lowest
fitting error for each property are shown in Table I.

With regard to the texture descriptors, we propose to define
them on the basis of the obtained models. In particular,
since these models are fuzzy, we will define a fuzzy texture
descriptor as a level-two fuzzy set as follows:

FTD =
∑
p∈P

vp/p (4)

where vp ∈ [0, 1] is the degree of fulfillment of the property
p ∈ P . Thus, we can obtain the fuzzy texture descriptor
associated to a pixel by considering a window centered on this
pixel, and measuring the degree of fulfillment of the texture
properties by means of the proposed fuzzy sets T pk .

III. PATH-BASED FUZZY SEGMENTATION

As has been commented in section I, in our approach a
path-based fuzzy segmentation is proposed, which incorporate
spatial information related to adjacency between pixels (unlike
the clustering-based methods, where each pixel is classified
without considering its neighbourhood). Thus, in this type of



techniques, a fuzzy region is defined as a set of resemblant
and connected pixels. Hence, in order to obtain a fuzzy seg-
mentation of an image, first we need to define the (inherently
fuzzy) concepts of resemblance and connectivity.

In section III-A, a fuzzy resemblance relation between
neighbour pixels is defined by using the fuzzy resemblance
relation between their corresponding texture descriptors. In
section III-B, the connectivity between any pair of pixels is
defined on the basis of the homogeneity degree of the most
homogeneous path joining them [26]. Section III-C describes
a measure to obtain the homogeneity degree of a path. Finally,
given a set of seed points, fuzzy regions are obtained on the
basis of the connectivity between each seed point and the rest
of pixels in the image [26], [27]. Thus, in section III-D, we
define a measure to obtain the degree in which each pixel in
the image belongs to each region.

A. Fuzzy Resemblance between Texture Descriptors

In image segmentation, regions consist of a set of connected
pixels whose features are resemblant, i.e., not different. In
our approach, the resemblance between pixel features will
be measured on the basis of the resemblance between the
fuzzy texture descriptors defined in the previous section.
In particular, we propose to calculate it by means of the
Generalized Resemblance between Fuzzy Sets introduced in
[28], which is based on the concept of double inclusion.

Let FTDi and FTDj be two fuzzy texture descriptors
defined over a finite reference universe of fuzzy sets P , let
S be a similarity relation defined over the elements of P , let
⊗1 and ⊗2 be two t-norms, and let J be a fuzzy implication
operator. The resemblance degree between FTDi and FTDj

is calculated as follows:

FRS,⊗1,⊗2,J(FTDi, FTDj) =
⊗1(ΘS,⊗2,J(FTDj , FTDi),ΘS,⊗2,J(FTDi, FTDj))

(5)
with ΘS,⊗2,J(FTDj , FTDi) being the inclusion degree of
FTDi in FTDj driven by the similarity relation S, the t-
norm ⊗2 and the fuzzy implication operator J .

In our approach, we propose to calculate this inclusion
degree as follows:

ΘS,⊗2,J(FTDj , FTDi) = min
x̃∈P

max
ỹ∈P

θi,jS,⊗2,J
(x̃, ỹ) (6)

where

θi,jS,⊗2,J
(x̃, ỹ) = ⊗2(J(FTDi(x̃), FTDj(ỹ)), S(x̃, ỹ)) (7)

In this paper, we will use the minimum as t-norm, both in
⊗1 and ⊗2, the similarity relation S defined in equation (8)
and the Goguen operator [29] as implication operator J , since
it verifies all the axioms Sinha-Dougherty [30].

S(x̃, ỹ) =

{
1 if x̃ = ỹ
0 otherwise (8)

B. Fuzzy Connectivity between Pixels

In fuzzy path-based image segmentation, the notion of fuzzy
connectivity of two pixels indicates to which degree those
pixels belong to a group of the topologically connected pixels
with resemblant features. Thus, the fuzzy connectivity between
two pixels is not measured by using directly the resemblance
between their feature vectors, but by using information about
the homogeneity of the paths joining them. Before defining the
proposed measure of fuzzy connectivity, we have to introduce
some previous definitions.

Definition III.1. A path between two pixels p and q is a
sequence

πpq = (r1, r2, . . . , rk) (9)

where k ≥ 1, such that r1 = p, rk = q and ri is adjacent to
ri+1 ∀i ∈ {1, . . . , k − 1}.

Let Πpq be the set of possible paths linking the pixels p and
q, let Q(πpq) be the set of pixels in the path πpq , and let πstpq be
the subpath of πpq that connects r and s with r, s ∈ Q(πpq),
and r appearing before s. Also, let π−1

pq = {pn, . . . , p1} be
the reverse of path πpq = {p1, . . . , pn}.

Definition III.2. The fuzzy homogeneity of a path πpq ∈ Πpq

is defined as a function

homo : Πpq → [0, 1] (10)

calculated on the basis of the resemblances between consec-
utive points on the path.

To measure the resemblances between consecutive points,
the relation FR will be used. In section III-C we shall study
desirable properties of homo and we shall propose a candidate
function.

Taking into account the homo function, we define the
optimum path between p and q, π̂pq , as the path that links both
points with maximum homogeneity, in the following way:

Definition III.3. The optimum path between p and q is:

π̂pq = arg max
πpq∈Πpq

{homo(πpq)} (11)

Based on this optimum path, we can get the measure of the
connectivity between two pixels as follows:

Definition III.4. The fuzzy connectivity between two pixels p
and q is the homogeneity of the optimum path from p to q:

conn(p, q) = homo(π̂pq) (12)

Let us remark that the homogeneity measure defined in (12)
uses topographic information (paths linking the pixels) and
resemblance between pixel features.

C. Measuring the Homogeneity of a Path

Given a path πpq = (r1, . . . , rn), our aim is to obtain
a function homo(πpq) measuring the homogeneity of the
path πpq . For simplicity, let us define a resemblance relation



PR between neighbour pixels, induced by the relation FR
between their corresponding features, in the following way:

PR(p, q) = FR(FTDp, FTDq) (13)

Hence, it seems natural to define homo(πpq) as an ag-
gregation of the resemblances between consecutive points in
the path πpq , i.e., homo(πpq) = Aggr(ReSet(πpq)), where
ReSet is the following bag (multiset) of values:

ReSet(πpq) = {PR(rk, rk+1) | rk, rk+1 ∈ Q(πpq)}

In order to choose the aggregation function Aggr, first we
study the set of properties that the homo function should
verify. We propose the following minimal set of properties
for homo:

1) Let πpq = p, q be a path consisting of two adjacent pix-
els. Then homo(πpq) = PR(p, q). As a consequence, if
πpp = p, p then homo(πpp) = 1.

2) The homogeneity of a path should be less or equal
than the resemblance between consecutive pixels in the
path, i.e., homo(πpq) ≤ minReSet(πpq). The rationale
behind this property is that a path is completely homo-
geneous if all the possible pairs of consecutive pixels
are resemblant. Hence, the homogeneity of the path has
an upper bound in the minimum value of resemblance
between pairs of consecutive pixels.

3) Monotony: homo(πrspq) ≥ homo(πpq).
4) Let πpq and πp′q′ be two paths such that ReSet(πpq) =

ReSet(πp′q′). Then homo(πpq) = homo(πp′q′). In
particular, homo(πpq) = homo(π−1

pq ).
These properties suggest the use of a t-norm to aggregate

the resemblances between consecutive pixels into the final
homogeneity of the whole path, i.e., we propose to define the
aggregation function as

Aggr(ReSet(πpq)) =
∧
ReSet(πpq) (14)

were
∧

is a t-norm.
It is trivial to show that this function satisfy all the properties

we have required. In our approach, we propose to use the
Dubois-Prade’s parametric t-norm:

I(a, b) =
ab

max(a, b, α)
(15)

In the experiments shown in section IV, we have used this
t-norm with a parameter value of α = 0.995.

D. Membership Function for Fuzzy Regions

In section III-B we have introduced the use of paths to
measure the fuzzy connectivity between any pair of pixels.
Now this connectivity will be used to obtain fuzzy regions in
an image by means of the growing region algorithm proposed
in [31]. In particular, since in this approach a region is defined
as a fuzzy subset of connected pixels, we need to define
a measure that indicates the degree in which each pixel in

(a) (b)

(c) (d)

Fig. 1. Fuzzy segmentation of the image shown in (a), using the seed points
marked as 1, 2, and 3. (b)(c)(d) Fuzzy regions obtained with the seed points
1, 2 and 3, respectively.

the image belongs to each region. Under the assumption that
a fuzzy region R̃s has a representative seed point rs, we
introduce the following membership function associated to
each region:

Definition III.5. We define the membership degree µR̃s
(p) of

a pixel p to a fuzzy region R̃s as:

µR̃s
(p) = conn(p, rs) (16)

Using equation (16) we can calculate the membership
degree of every pixel p to each region R̃s. This allows us to
obtain a set of fuzzy regions Ψ̃ = {R̃1, R̃2, . . . , R̃m} from
a set of seed points Ψ = {r1, r2, . . . , rm}. An algorithm
to calculate Ψ̃ is proposed in [31] with a computational
complexity of O(mn), where n is the number of pixels and
m is the number of seeds.

IV. RESULTS

In this section, we show the results obtained by applying
the proposed fuzzy segmentation to several experiments with
real images. For the first one, we have used the image shown
in Figure 1(a), where we can see three different textures,
corresponding to the big stones, the grass, and the gravel. It can
be noticed that these textures may be perceived with a different
presence degree of the fineness property: the region of stones
can be considered as a coarse texture, the grass is a fine texture,



(a) (b)

(c) (d)

Fig. 2. Segmentation of the microscopic image shown in (a), in order to
separate the uniform light region from the rest of tissue. (b) Segmentation
using color information. (c)(d) Fuzzy texture-based segmentation proposed in
this paper.

while the gravel is perceived as an intermediate coarseness
texture. Thus, using the methodology proposed in section II,
the fuzzy texture descriptors obtained for the pixels in these
regions will have a different membership degree associated to
the fineness property.

In order to apply our segmentation approach, we have
placed one seed point in each texture, marked as 1, 2 and 3 in
Figure 1(a). Figures 1(b)-(d) show the fuzzy regions obtained
for the seed points 1, 2 and 3, respectively. In these images,
the membership degree of each pixel to the corresponding
fuzzy region is used as the opacity of its color, i.e. this
degree is mapped as the inverse of the pixels transparency.
Thus, pixels with membership degree 1 have the same color
as in the original image, and they become more transparent as
this degree decreases, with fully transparent (white) pixels for
those with 0 degree. It can be noticed that each texture has
been segmented in a different fuzzy region. In addition, it can
be seen that pixels that belong clearly to a texture have high
membership degrees to the corresponding region, while pixels
on the boundaries of different textures have less degree, as it
was expected.

For the second experiment, we have used the image shown
in Figure 2(a), which is a microscopic image of a premature
infant’s lung tissue affected by the hyaline membrane disease.
In this case, we want to separate the collapsed alveoli presents
in the image, that corresponds to the uniform light region,
from the rest of lung tissue. Since both regions share colors,
a segmentation using color features is not possible, as can
be seen in Figure 2(b), so texture information is needed for
extracting the uniform areas. Figure 2(c) shows the fuzzy
region obtained for the seed point marked as 1 in the original
image, while Figure 2(d) shows the fuzzy regions obtained for
the seed points 2 and 3 (the combination of both regions). It

(a)

(b)

(c)

Fig. 3. Fuzzy segmentation of the image shown in (a), using the seed points
marked as 1 and 2. (b)(c) Fuzzy regions obtained with the seed points 1 and
2, respectively.

can be noticed that in this case the collapsed alveoli can be
easily extracted from the rest of tissue.

For the third experiment, we have considered the image
shown in Figure 3(a), where we can see two tires with different
wear levels. The tire on the right has deep grooves, while the
one on the left has an irregular wear in the center and on one
side. In this case, we want to segment the image according to
the wear level of tires. Since physical textures with different
relief in nature may be perceived as textures with different
contrast in the image (due to the illumination effect), the
proposed fuzzy texture-based segmentation can be applied for
this purpose. Figures 3(b)-(c) show the fuzzy regions obtained
for the seed points 1 and 2, respectively, and it can be noticed
that tires have been segmented appropriately.

V. CONCLUSIONS

In this paper we have proposed a texture-based segmenta-
tion, where both the obtained regions and the texture features
are fuzzy. On the one hand, we have described texture on
the basis of its most important perceptual properties: fineness,



contrast and directionality. Since these properties are imprecise
by nature, they have been modelled by means of fuzzy sets
defined on the domain of some of the most representative
measures of each property. Then, fuzzy descriptors have been
defined using the proposed representation models. On the
other hand, we have proposed a path-based fuzzy segmentation
technique, where fuzzy connectivity has been used to measure
the relationship between any pair of pixels. Given a set of
seed points, fuzzy regions have been obtained on the basis
of the connectivity between each seed point and the rest of
pixels in the image. Thus, in our approach, we have considered
the imprecision related to the texture concept, as well as the
imprecision associated with the boundaries between regions in
the images. As has been shown in the experiments of section
IV, the obtained fuzzy regions match what a human would
expect.

As a future work we will study a fuzzy segmentation
technique based on the combination of fuzzy color and fuzzy
texture features. In this case, a degree of resemblance between
neighbour pixels combining both type of descriptors must be
defined.
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