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Abstract—Various studies indicate that Fuzzy Time Series
(FTS) methods can obtain high accuracy in a variety of forecast-
ing applciations. However, weighted FTS methods tend to show
superiority in contrast to weightless ones. This study exploits the
use of Fuzzy Cognitive Map (FCM) technique to generate the
rules in the knowledge base for the FTS forecasting method. The
proposed hybrid method, named HFCM-FTS, combines High
Order Fuzzy Cognitive Maps (HFCM) and High Order Fuzzy
Time Series (HOFTS), where the weight matrices associated
with the state transitions are learned via the genetic algorithm
from the data. The objective of FCM is to find the weight
matrices that model the causal relations among the concepts
defined in the Universe of Discourse. As a case study, we consider
solar energy forecasting with public data for Brazilian solar
stations from the year 2012 to 2015. The proposed HFCM-
FTS is compared with HOFTS, Weighted High Order FTS
(WHOFTS), and Probabilistic Weighted FTS (PWFTS) methods.
The experiments also cover the influence of three modeling
elements on the accuracy of the presented model including the
number of concepts, activation function, and bias. The results
show that the HFCM-FTS is able to achieve the best results with
a low number of concepts.

Index Terms—Fuzzy Cognitive Map, Fuzzy Time Series, Time
series forecasting.

I. INTRODUCTION

Time series forecasting is a very active and challenging field
of research that plays a pivotal role in our daily life nowadays
due to its applications in various research disciplines such as
economics, management, energy, medicine etc. For instance,
energy forecasting is amongst the most crucial tasks in energy
management systems [1], [2], where accurate predictions can
affect energy reliability, energy market and other fields related
to producing and dispatching energy. Therefore, forecasting
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with a high level of accuracy has direct impact on making
sensible decisions in many applications and situations.

A wide range of forecasting algorithms exist from tradi-
tional methods to soft computing ones. To complement the
repertoire of forecasting methods, in 1993, Song and Chissom
[3]–[5] introduced the concept of Fuzzy Time Series (FTS),
where the values are represented by fuzzy sets. Various studies
indicate that FTS models increased the accuracy of forecasting,
with the advantage of explainability, flexibility and readability
in contrast to some of the traditional methods.

In recent decades, the penetration of different FTS methods
motivated researchers to deal with some forecasting problems.
In [6], an improved forecasting model is proposed based on the
weighted fuzzy relationship matrix combined with a Particle
Swarm Optimization (PSO) adaptation for enrollments. In [7],
a multi-variate FTS forecasting method is presented based on
fuzzy clustering techniques and fuzzy interpolation technique
for predicting the temperature and the Taiwan Stock Exchange
Capitalization Weighted Stock Index (TAIEX). In [8] it is
proposed a model based on the FTS and fuzzy variation groups
for forecasting the TAIEX. In [9], Chen and Kao presented
a combined model based on FTS, PSO and support vector
machines for TAIEX forecasting. In [10], a FTS forecasting
method is proposed based on fuzzy logical relationships and
similarity measures. In [11], a ratio-based length of intervals
is introduced to improve the FTS forecasting. In [12] a short-
term load forecasting method is presented based on fuzzy time
series, seasonality and long memory process. In [13] fuzzy
time series are used for very short-term solar forecasting. In
[14] advanced fuzzy time series are applied to short term load
forecasting.

There is a vast literature on FTS forecasting methodologies,
all of them consist of stages including: defining the universe
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of discourse, partitioning, data fuzzification, inference, and
defuzzification of the forecast [15], [16]. The number of fuzzy
sets in the partitioning step of the universe of discourse plays a
crucial role in the accuracy of the model. Different partitioning
methods have been proposed, such as Grid partitioning [17],
entropy partitioning [18], [19] or Fuzzy C-Means clustering
techniques [20], [21]. Furthermore, some evolutionary algo-
rithms such as Genetic algorithm (GA) or PSO have also been
applied to generate unequal intervals [22], [23]. The order of
the model acts as a memory of the system, it indicates the
amount of past information (lags) that is used to predict the
future event. It is another effective factor in FTS forecasting
accuracy. The number of lags depends on the type of time
series and it should be considered that increasing the number
of lags leads to slower learning process.

Despite the various FTS forecasting methods, whether the
model is weighted or weightless, the accuracy of the model
will be affected significantly. Weighted Fuzzy Time Series
(WFTS) methods consider weights on Fuzzy Logical relation
groups (FLRGs). Obtained results by weighted methods con-
firm an obvious improvement in comparison to the weightless
methods based on the literature. For instance, Silva [16] shows
the superiority of using different WFTS methods in contrast to
weightless ones. Fuzzy Cognitive Map (FCM) presents itself
as a promising alternative, since it is a kind of weighted
method, which was introduced by Kosko [24] according to
the cognitive map theory, applied for explaining and analyzing
the dynamic behavior of complex systems [25]. Qualitative
modeling, ease of perception, high ability to dealing with
uncertainties, capability to represent nonlinear and causal
behaviors, flexibility and explainability can be accounted as
interesting properties of FCMs [26].

FCMs are constructed based on nodes and edges in a graph
structure. The nodes in the graph represent fuzzy concepts and
weights among concepts display the causal relationship among
these concepts. Concepts have a value in [0, 1] which indicates
the amount of activation for each concept. The weights among
concepts in range [−1, 1] express to what extend concepts
affect each other based on sign and value. In order to update
the value of each node, the transfer function is used to ensure
that the value of each node remains in [0, 1]. The main focus
of FCM is related to learning methods, which are classified
as supervised learning approach, defined in order to adjust the
weight matrix [27], [28]. The learning methods are divided
into three main groups: Hebbian based, population based and
hybrid approaches, which have been described in full details
in [25]

The FCM can be used to generate the rules in the knowledge
base for the FTS method. The learning capability of FCM can
be exploited to model the time series data automatically and
discover not only the rules but also the weights of these rules.
Once these are obtained, FTS methods can be used to produce
a forecast. This approach for generating the rules in FTS by
employing FCM learning model is novel in the literature.
The contribution of this paper is adopting a hybrid method
HFCM-FTS for time series prediction. The hybrid method is

designed by combining High Order Fuzzy Cognitive Maps
(HFCM) and High Order Fuzzy Time Series (HOFTS), where
the weight matrix associated with each fuzzy rule is learned
via the genetic algorithm. The motivation of the proposed
method is to include GA as FCM learning method to minimize
the Root Mean Square Error (RMSE). The SONDA dataset
(see details in section IV-A) was used in our study and the
goal is predicting solar radiation with the proposed univariate
model. The obtained results are also compared with High
Order FTS (HOFTS), Weighted High Order FTS (WHOFTS)
and Probabilistic Weighted FTS (PWFTS) methods.

The structure of this paper is organized as follows. Section
II presents a brief description of Fuzzy Time Series (FTS) and
Fuzzy Cognitive Map (FCM). Section III provides information
about the proposed forecasting model, combining FCM and
FTS. Section IV reports experimental results and discussion.
Finally, Section V provides the conclusions of the paper and
ideas for future research.

II. BACKGROUND

A. Fuzzy Cognitive Maps

Fuzzy Cognitive Maps (FCM) are derived from Axelrod
cognitive maps [29]. FCM was proposed as a powerful tool
to analyze complex nonlinear systems [24]. FCM consists of
a graph representation of some system behavior, consisting of
nodes, known as concepts or fuzzy sets, and edges, represent-
ing the causal relationships between the concepts. FCMs are
defined by the 4-tuple (C,W,a, f), where C = [c1, . . . , cn]
is the set of n concepts, which are the variables (and the
nodes of the graph) that compose the system. At any time
t, each concept ci ∈ C has an activation ai ∈ [0, 1], and
a = (a1, . . . , an) is the state vector containing the set of
all concept activations. W is a n × n weight matrix, which
represents the connections among concepts, such that:

W =

 w11 . . . w1n

...
. . .

...
wn1 . . . wnn

 (1)

The weight wij between any two concepts can be positive,
negative or zero. It represents how concepts influence each
other. If wij is positive, an increment in concept ci will
produce an increment on concept cj . If wij is negative, an
increment on ci has a reverse effect on cj , and when wij

is zero, this indicates that there is no relationship between
concepts ci and cj .

Finally, f is the activation function and the most common
transfer functions are the bivalent, the trivalent, the hyperbolic
tangent and the sigmoid functions. Kosko’s activation rule [30]
is shown in (2):

ai(t+ 1) = f

 n∑
j=1

wjiaj(t)

 (2)

wji highlights the value of the causal relationship between
concepts cj and ci, whereas ati represents the state value of



concept ci at time step t. It should be noted that, at each
time step, the FCM generates a state vector which contains all
concept activations. The state vector a(t) = (a1(t), . . . , an(t))
refers to the activation level of all concepts at time t. The next
state can be written as:

a(t+ 1) = f(W · a(t)) (3)

In (3), the activation level of each node at time t + 1 just
relies on the activation level of all nodes at time t. In order
to improve the capability of the FCM to describe the dynamic
behavior of complex systems, one can define high-order FCM
according to:

a(t+ 1) = f
(
w0 + W1a(t) + . . .+ Wka(t− k + 1)

)
(4)

As can be seen from (4), the state value of node i at time
t+1 depends on the state value of all nodes at t, t−1, . . . , t−
k + 1. Vector w0 is a bias term. a(t + 1) is the response
vector of high order FCM for state vectors a(t), a(t−1), . . . ,
a(t− k + 1).

In the above formula, f refers to the activation function.
Different types of transfer functions e.g. the sigmoid func-
tion and the Rectified Linear Units (ReLU) can be adopted.
Besides, each node can have its own activation allowing the
creation of complex networks.

Various types of learning methods have been proposed
for the FCM and their goal is to find the weights of the
model based on historical data. Some popular methods are
the Hebbian based learning [28] and evolutionary algorithms
such as Particle Swarm Optimization (PSO) [31], Artificial
Bee Colony algorithm (ABC) [32], Genetic Algorithm (GA)
[33] etc.

B. Fuzzy Time Series

The Fuzzy Time series was first introduced by Song and
Chissom [3], [4], [34] as a method that employs Fuzzy Sets
[35] to transform numerical time series into linguistic time se-
ries and then model its behavior (generally using membership
matrices or rules). The trained model is later used to forecast
unseen values of the time series.

Given a univariate time series Y ∈ R1, and its individual
values y(t) ∈ Y , for t = 0, 1, . . . , T , Each membership
function µAi

: R → [0, 1] is responsible to assess the
membership of a value y(t) ∈ Y to a fuzzy set Ai ∈ Ã. There
are many possible shapes for Membership functions but the
most common are the triangular, trapezoidal, sigmoidal and
Gaussian functions.

There are several categories of FTS methods, varying
mainly by their order Ω and time-variance. The order is the
number of time-delays (lags) that are used in modeling the
time series. Given the time series data Y , First Order models
need just y(t − 1) data to forecast y(t), while Higher Order
models require y(t − 1), . . . , F (t − Ω) data to forecast y(t).
The time variance indicates if an FTS model changes along
the time. If the model is static, it is called Time-Invariant,

TABLE I
FTS HYPERPARAMETERS

Alias Parameter
k ∈ N+ Number of partitions (fuzzy sets)

µ : U → [0, 1] Membership function, measures
the membership of a value y ∈ U
to a fuzzy set

Ω ∈ N+ Order, the number of past lags used
by the model

otherwise Time-Variant. This work focuses only on Time-
Invariant methods.

The pioneer FTS work in [3] used weight matrices to store
the knowledge learned from the data. In [34] rule models
were introduced as a way to improve the readability and
computational cost of the FTS approaches. Following the
approach proposed in [34], an FTS model M is trained with
the Training Procedure, which contains three main steps:

A) Partitioning: the Universe of Discourse (UoD) U is
delimited by the known bounds of Y , such that U =
[min(Y ),max(Y )]. U is then divided in k overlapping
intervals and for each interval a fuzzy set Ai is defined
with its membership function µAi

and midpoint ci.
A linguistic variable Ã is defined upon U , where the
linguistic terms are fuzzy sets Ai ∈ Ã, for i = 1 . . . k.

B) Fuzzification: transform the original numeric time series
Y into a fuzzy time series F , where each data point
f(t) ∈ F is an 1× k array with the fuzzified values of
y(t) ∈ Y with respect to the linguistic terms Ai ∈ Ã.

C) Knowledge Extraction: analyze the sequential terms
f(t − 1), f(t) in F , grouping the patterns in rules
Ai → Aj , Ak, . . . which can be read as ”IF f(t) IS
Ai THEN f(t+ 1) IS Aj , Ak, . . .”.

The trained FTS model M contains both the linguistic
variable Ã and the rules. Given a sample y(t), the model can
be used to forecast y(t+ 1) with the following procedure:

A) Fuzzification: transform the numeric sample y(t) ∈ Y
into a fuzzy sample f(t), where f(t) ∈ Ã.

B) Rule Matching: Find the rules that contain the fuzzy
set f(t) in its precedent, the set of selected rules is R.
The activation µr ∈ R of the rules are given by the
membership values in f(t).

C) Defuzzification: For each rule r ∈ R, first find the
midpoint of each rule by summing the midpoints of each
fuzzy set of the consequent:

mpr =
∑

i∈consequent

ci (5)

Then find the numerical value by weight average the
midpoints of each rule by its activation:

y(t+ 1) =

∑
r∈R µr ·mpr∑

r∈R µr
(6)

There are several models available in the literature that
extended the classical Song and Chissom method [3], [4], such
as High Order FTS (HOFTS) proposed in [13], and Weighted



Fig. 1. Structure of the fuzzy cognitive map.

FTS (WFTS) [36], which adds weights to the rules and
modifies the way that the rule midpoint is calculated. In [16]
the Weighted High Order FTS (WHOFTS) is proposed, which
extends the HOFTS model by including weights in its rules. In
[37] a new kind of weighted method is proposed, namely the
Probabilistic Weighted FTS (PWFTS), including weights in
the precedent and the consequent of the rules. These weights
represent conditional probabilities and the PWFTS was the
first approach to integrate point, interval and probabilistic
forecasting for one to many steps ahead. The most important
hyperparameters of an FTS model are summarized in Table I.
In [38] the authors develop an evolutionary and distributed
method for hyperparameter tunning of FTS models.

There are, in the literature, several extensions that embrace
other aspects of forecasting using FTS methods. A compre-
hensive review of FTS methods can be found in [16] while
the review of concepts, applications and future directions was
recently provided in [15]. Multivariate FTS models can be
found in [39] and [40]. An approach for dealing with non-
stationary data is proposed in [41].

III. PROPOSED HFCM-FTS METHOD

In this work, a new hybrid forecasting method is introduced
by combining High Order Fuzzy Cognitive Map (HFCM) and
High Order Fuzzy Time Series (HOFTS), termed as HFCM-
FTS. The architecture of this model consists of different stages
including: partitioning, fuzzification, FCM learning method,
defuzzification and accuracy measurement.

Figure 1 illustrates the structure of the FCM. Figure 1-A
shows a given partition of the universe of discourse and the
definition of seven concepts, which is also the number of fuzzy
sets, because in our model the number of concepts and fuzzy
sets are considered the same. As shown in Figure 1-C, FCM is
a collection of concepts and causal interactions among these
concepts. In particular, FCM is a graph model of a system in
which the nodes represent the concepts and the weight matrix
represents the relationship among these concepts. According to

Figure 1-B, this weight matrix is a square connection matrix.
For an FCM with k concepts the weight matrix is of size k×k.
Each weight saves the corresponding relationship among the
source and the target concept, that is, for example w05 presents
the relation between source concept c0 and target concept c5.

It is clear from Figure 1 that the objective of FCM is to find
the weight matrix for the concepts defined in the Universe of
Discourse. These weights should be learned from the data. The
HFCM-FTS method is divided in two procedures: the Training
Procedure, detailed in Section III-A, and the Forecasting
Procedure, detailed in Section III-B and depicted in Figure 2.
In the next sections, the training and forecasting procedures
are detailed.

A. Training Procedure

The aim of the Training Procedure is to create the linguistic
variable C with k concepts, and find the set of Ω weight
matrices Wt, given a crisp training set Y and the activation
function f informed by the user. The steps of the method are
listed below:

1) Partitioning: Split the Universe of Discourse, U =
[min(Y ),max(Y )] into k even length and overlapped
intervals, and for each interval a fuzzy set Ci (i.e.
concept) is defined with a membership function µCi . The
group of the k concepts form the linguistic variable C,
such that Ci ∈ C, ∀i = 1..k, as shown in Figure 1. Here
the grid partitioning is used to generate versions of the
FCM with k = {5, 10, 20} and triangular membership
function µCi .

2) Weight Matrix Learning: Each matrix Wt, for t =
0..Ω, is a k × k matrix where wt

ij ∈ R is the weight
between the concepts Ci and Cj at the time lag t, and
Ω is the order of the model. These weight matrices
are trained using Genetic Algorithm (GA) where the
genotype is real encoded and simply contains the list
of all wt

ij matrix values.
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Fig. 2. The structure of the proposed HFCM-FTS method.

The fitness of each genotype is the forecasting error, using
the Root Mean Squared Error (RMSE) metric, using the
training sample Y and the weight matrices represented by the
genotype in the Forecasting method presented in Section III-B.
Initially a population P with random individuals is created,
such that wt

ij ∼ N (0, 0.1), ∀i, j = 0..k, t = 0..Ω.
After the evaluation of the individuals, a percentage Psel

of the individuals are selected using tournament. Then a
percentage Pcross of the population undersgoes crossover
and a percentage Pmut is chosen for random mutation. This
process is repeated for G generations. This iterative process
aims to minimize the fitness function (the RMSE) for the given
training set Y .

It is worth noting that in the present work only a second
order FCM (Ω = 2) was considered. Thus there are two weight
matrices for times t and t− 1 as shown in Figure 2.

B. Forecasting Procedure

The aim of the Forecasting Procedure is to estimate the
crisp value y(t+1) given the linguistic variable C, the weight
matrices Wt, the activation function f and a crisp input Y .
The steps of the method are listed below:

1) Fuzzification: Given the crisp input sample Y with size
T , each instance y(t) ∈ Y, t = 1..T , is transformed into
an activation vector a(t) such that ai(t) = µCi

(y(t)),
∀Ci ∈ C, that is, each value ai(t) ∈ a(t) corresponds
to the membership degree of y(t) to the concept Ci.

2) Activation: The state value for each concept in time t+1
can be defined by the following formula:

a(t+ 1) = f

w0 +

Ω∑
j=1

Wj · a(t− j + 1)

 (7)

3) Defuzzification: After calculating the activation level of
each concept, in this step, the defuzzification is carried
out to produce the forecasts. Equation (8) defines the
forecast produced by HFCM-FTS:

ŷ(t+ 1) =

∑k
i=1 ai(t+ 1) ·mpi∑k

i=1 ai(t+ 1)
(8)

where ai(t + 1) is the activation calculated from the
previous step for each concept at time t + 1 and mpi
is the center of each concept Ci. With this equation the
forecast value at time t+1 is obtained in numeric terms.

In order to evaluate the performance of the proposed model,
the Root Mean Square Error (RMSE), described in (9), is
employed as the accuracy metric.

RMSE =

√√√√ 1

N

N∑
i=1

(yi(t)− ŷi(t))2 (9)



IV. COMPUTATIONAL EXPERIMENTS

A. Dataset

In order to test the utility of the proposed method, in
this section, we apply it to solar radiation time series data1.
Figure 3 shows the referred time series taken from the SONDA
Project at http://sonda.ccst.inpe.br/.

SONDA - Sistema de Organização Nacional de Dados
Ambientais (Brazilian National System of Environmental Data
Organization), is a governmental project which groups en-
vironmental data (solar radiance, wind speed, precipitation,
etc) from INPE - Instituto Nacional de Pesquisas Espaciais
(Brazilian Institute of Space Research).

In this experiment, 8,000 samples have been used, with
a sliding window of 2,000 samples in the cross validation
method. 80% of the window for training and 20% for test.

Fig. 3. Solar radiance time series

The number of concepts (partitions), the type of activation
function and the presence of bias terms are the main parame-
ters affecting the accuracy of the proposed model. Thus, in sec-
tions IV-B and IV-C, we assess the importance of the bias term
and test different types of activation functions, respectively.
Finally, in Section IV-D, we compare the proposed method
with state-of-the-art fuzzy time series methods.

B. The influence of the bias term

To assess the effect of the bias term, we execute the
proposed methodology with 5, 10 and 20 concepts, with and
without the bias terms. In this experiment, the sigmoid was
used as activation function and since the learning method is
stochastic (a GA), each configuration was tested 15 times.

Table II shows the number of parameters for each configu-
ration, the best, the average, and the worst RMSE of the 15
independent runs. It can be seen that adding bias improves the
accuracy of the proposed model. Without the bias term a null
activation vector at time t− 1 can produce activations greater
than 0 at time t which, in turn, should not make sense. It must
be noticed, however, that the number of parameters increases
when compared the models without bias.

1Available at: https://query.data.world/s/2bgegjggydd3venttp3zlosh3wpjqj
accessed on April, 4, 2020

C. The influence of the activation function

In Table III, we compare the accuracy of the model using
different activation functions. In addition to varying the acti-
vation function, we vary the number of concepts, running the
model with 5, 10, 20 sets. In this experiment, all the models
include a bias term.

The results indicate that when the model uses ReLUs, on
average, the accuracy is slightly better.

D. Comparison with other Fuzzy Time Series methods

In this section, we compare the proposed method with
other fuzzy time series forecasting methods available in the
pyFTS library [42]. In particular, the proposed method is tested
against HOFTS (High Order Fuzzy Time Series), WHOFTS
(Weighted High Order Fuzzy Time Series), and PWFTS (Prob-
abilistic Weighted Fuzzy Time Series). In [37], the PWFTS
was shown to be the best performing method in a multitude of
experiments against many statistic forecasting methods, other
FTS, and machine learning methods. Since GA was used as a
learning method, and it is a stochastic optimization algorithm,
the HFCM-FTS method was executed 15 times, with the GA
hyper-parameters defined according to Table V.

Table IV presents the results considering bias terms, the
ReLU activation function and sliding window cross validation
for various numbers of concepts (partitions) in comparison
with the aforementioned methods.

The results show the superiority of HFCM-FTS, which is
a mixture of HOFTS and FCM, over HOFTS. This indicates
that adding FCM to HOFTS indeed improves the methodology.
The results also show that the proposed method is superior to
all the other methods when the number of sets was 5. On the
other hand, as the number of concepts increases the HFCM-
FTS performance deteriorates. Meanwhile, the performance
of the other methods improves as the number of concepts
increases.

We hypothesize that the decrease in the performance of
HFCM-FTS is due to the lack of convergence of the learning
algorithm. We suspect that the GA settings were not adequate
to train the model for such a high number of parameters.

Nevertheless, the results of HFCM-FTS were quite competi-
tive with the other methods. It is noticeable that the best results
achieved by WHOFTS and PWFTS required a partition with
20 concepts, with a higher number of rules, while the average
results of HFCM-FTS with 5 concepts were significantly
better.

V. CONCLUSION AND FUTURE WORKS

The core contribution of this paper is the design of a hybrid
method based on Fuzzy Cognitive Maps (FCM) applied to time
series forecasting. This method, called HFCM-FTS, consists of
a High Order Fuzzy Cognitive Map (HFCM) and a High Order
Fuzzy Time Series (HOFTS). A Genetic Algorithm (GA) is
used as a learning method to find the weight matrices used
to assess the relationship between concepts. The paper also
covers the influence of three elements on the accuracy of the



TABLE II
THE EFFECT OF THE BIAS ON THE ACCURACY OF THE PROPOSED HFCM-FTS METHOD WITH SIGMOID ACTIVATION FUNCTION

Number of
concepts

Parameters
without bias

Best RMSE
without bias

Average RMSE
without bias

Worst RMSE
without bias

Parameters
with bias

Best RMSE
with bias

Average RMSE
with bias

worst RMSE
with bias

5 50 146.332 152.939 158.968 60 111.207 119.565 132.957
10 200 183.894 193.658 198.827 220 141.576 162.576 184.484
20 800 223.537 231.972 240.436 840 172.900 183.355 196.890

TABLE III
PERFORMANCE OF THE PROPOSED HFCM-FTS METHOD USING DIFFERENT ACTIVATION FUNCTIONS WHEN BIAS HAS BEEN CONSIDERED

Number of
concepts

Best Value
with ReLU

Average RMSE
with ReLU

Worst RMSE
with ReLU

Best RMSE
with sigmoid

Average RMSE
with sigmoid

Worst RMSE
with sigmoid

Best RMSE
with tgnh

Average RMSE
with tgnh

Worst RMSE
with tgnh

5 105.886 119.191 131.393 111.207 119.565 132.957 110.802 128.726 139.687
10 136.60 157.401 171.147 141.567 162.576 184.484 153.032 164.789 188.700
20 166.922 182.044 189.306 172.900 183.355 196.890 173.340 183.828 199.511

TABLE IV
COMPARISON OF THE ACCURACY OF THE PROPOSED HFCM-FTS BY CONSIDERING RELU ACTIVATION FUNCTION AND BIAS WEIGHTS WITH OTHER

METHODS

Number of
concepts

HFCM-FTS
Parameters

HFCM-FTS
Best Value

HFCM-FTS
Average Value

HFCM-FTS
Worst Value HOFTS WHOFTS PWFTS

5 60 105.886 119.191 131.393 368.42 182.98 149.79
10 220 136.60 157.401 171.147 288.51 146.15 134.91
20 840 166.922 182.044 189.306 204.18 134.43 134.22

TABLE V
HYPER-PARAMETERS FOR GA LEARNING ALGORITHM

GA Hyperparameters Pcruz Pmut Population Generation
0.5 0.3 50 30

presented model including the number of concepts, activation
function, and bias.

The results are still limited and more experiments are
required in order to assess the efficacy of the method. Never-
theless, in the given scenario the proposed method presented
competitive results when compared to other fuzzy time series
methods in particular when the number of concepts is limited.
It is important to highlight that keeping the number of concepts
small may positively affect the readability and interpretability
of the model.

A. Model Limitations and Challenging

Despite the success of the HFCM-FTS model when the
number of concepts is low, the proposed training methodology
will get very time consuming as this number increases. For
instance, when the number of concepts is 30 the GA will have
to solve an 1860 variable problem. Increasing this number
by only 10, from 30 to 40 concepts, the GA will have to
solve a 3280 variable problem. Besides, it is certain that this
issue will be more acute if the model is used to predict a
multivariate FTS. Thus, to tackle the aforementioned problem,
finding an alternative to GA, which is not very efficient, is
highly recommended.

B. Future Work

Improving the learning method is key to the success of the
method. In addition to that, future research challenges may
involve implementing multivariate and probabilistic HFCM-
FTS forecasting methods.
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