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Abstract—The performance of Fuzzy Rule-Based Classification Systems (FRBCSs) is highly affected by the increasing number of instances and attributes present in Big Data. Previously proposed approaches try to adapt FRBCSs to Big Data by distributing data processing with the MapReduce paradigm, by which the data is processed in two stages: Map and Reduce. In the Map stage, the data is divided into multiple blocks and distributed among processing nodes that process each block of data independently. In the Reduce stage, the results coming from every node in the Map stage are aggregated and a final result is returned. This methodology tackles vertical high dimensionality (high number of instances), but it does not approach datasets with simultaneous vertical and horizontal high dimensionality (high number of attributes), as it is the case of text datasets. In this work, we deal with the aforementioned drawbacks by proposing Summarizer, an approach for building reduced feature spaces for horizontally high dimensional data. To this end, we carry out an empirical study that compares a well-known classifier proposed for vertical high dimensionality datasets with and without the horizontal dimensionality reduction process proposed by Summarizer. Our findings show that existing classifiers that tackles vertical Big Data problems can be improved by adding the Summarizer approach to the learning process, which suggests that an unified learning algorithm for datasets with a high number of instances as well as a high number of attributes might be possible.

Index Terms—Dimensionality reduction, Fuzzy C-Means, Big Data.

I. INTRODUCTION

Among the wide range of challenges that arise with Big Data are classification tasks, where knowledge is extracted from data to predict future patterns. An expressive part of Big Data is in the format of text that can be used to solve various real life problems, such as spam detection [1], author identification [2], web pages classification [3] and sentiment analysis [4]. Besides the increasing number of instances and attributes present in Big Data, uncertainty, vagueness and noise inherent to such data can mask the valuable information to be obtained from Big Data, making it more difficult to perform classification tasks.

Fuzzy Rule-Based classification Systems (FRBCSs) improve classification and decision support systems by using overlapping class definitions, which enriches the classifier structure, supports the decision-making process, and enables interpretable results [5]. However, FRBCSs are not able to cope with the new challenges that come with Big Data problems.

To use FRBCSs in Big Data scenarios, researchers have been proposing distributed approaches that make use of the MapReduce paradigm and the Apache Hadoop computing framework [6]–[9].

One recent approach, proposed by Elkano et al. (2017a) and named CHI-BD, consists of training the algorithm proposed by Chi et al. (1996) [10] along with multiple nodes, where portions of data are stored and processed in each node in the Map stage. Later, the partial results are aggregated and the final result is obtained in the Reduce stage. Elkano et al. (2017a) defend that rules quality are not affected by the degree of parallelism and, therefore, CHI-BD outperforms the previous one in terms of runtime and classification performance when dealing with Big Data problems. The existing adaptations of FRBCSs have shown that applications of fuzzy rule-based systems are promising alternatives to deal with vertically high dimensional datasets (high number of instances), as it is the case of CHI-BD. However, the performances of the algorithms with simultaneous vertical and horizontal (increasing number of attributes) high dimensional datasets were not explored.

CHI-BD was tested and validated in datasets with millions of instances, but the larger tested dataset had a maximum of 54 attributes. It is well known that some datasets, such as text datasets, may have thousands of attributes. In such type of data, only distributing the data in multiple mappers may not overcome the high dimensionality problem, since each mapper will have a reduced number of instances but will still have a very high number of attributes. In a Rule-Based System, the number of attributes directly affects the number of rules since each attribute is a component in every rule. That is, the more attributes there is in the dataset, the more components each rule will have and, consequently, the more rules will be necessary to compose the System. Systems with high number of rules will have its interpretability and accuracy negatively affected [11], [12]. For this reason, systems with smaller number of rules are preferable.

Other than MapReduce, researches have used training set selection (TSS) to reduce dimensionality of data and improve classification results. Similar to the MapReduce approaches cited above, as the CHI-BD algorithm, TSS only tackles vertical high dimensionality. That is, TSS approaches reduce the number of instances, but the number of attributes remain high. [13]–[15].
Feature selection techniques can be used to tackle this problem by selecting a smallest subset of attributes [16], [17]. However, the existing feature selection processes might not guarantee a fair representation of all classes by the selected features, specially for imbalanced datasets. These techniques evaluate each attribute individually, and dependencies between attributes might be ignored, resulting on the selection of redundant attributes and on the discard of relevant ones [18], [19].

In this work, we deal with the aforementioned drawbacks by clustering the attributes of such datasets to reduce horizontal high dimensionality. Consequently, classification performance may be improved by using such groups of attributes as the new feature space. It is expected that the smaller feature space will represent the data properly and that the classification algorithms will present good classification results in terms of accuracy. It is also expected that a smaller number of rules will be generated since a smaller number of features will be used, which will result in more interpretable systems. Therefore, with our approach, a smaller feature space is built for each dataset using the well-known fuzzy clustering algorithm, Fuzzy C-Means (FCM) [20].

In order to evaluate the performance of our approach, we have compared 9 binary text classification datasets in terms of accuracy and Rule Base size, when using FCM and two other well-known dimensionality reduction techniques: Principal Component Analysis (PCA) [21], and Latent Semantic Analysis (LSA) [22]. The performance of CHI-BD using the original datasets was then compared to CHI-BD using the reduced feature spaces.

The structure of this work is given as follows. In Section II, we summarize some basic concepts of the MapReduce Paradigm and give a brief description of the CHI-BD algorithm. In Section III, we briefly describe the three approaches used for dimensionality reduction in this work: FCM, PCA, and LSA. Section IV presents the new framework to deal with horizontally and vertically high dimensional datasets. The experimental study and the analysis of the results are shown in Section V. Finally, the conclusions of this work are presented in Section VI.

II. VERTICAL DIMENSIONALITY REDUCTION

Classification tasks over datasets with vertical high dimensionality have been successfully addressed by means of the MapReduce paradigm. MapReduce is a distributed programming model proposed by Google in 2004 [23] with the goal of simplifying the distributing process. Distributed programming is a strategy that distributes the computation flow along large-scale clusters of machines. The MapReduce model divides the computational flow in two main stages: Map and Reduce. Each stage is organized around key-value pairs. The Map and Reduce functions are described bellow.

Map function: in this stage, the data is automatically divided into independent data blocks and distributed along storage nodes. The data is analyzed independently by each node, and, for each input, intermediate results are returned by each node.

Reduce function: in this stage, the results returned by each node in the Map function are collected and aggregated to produce a final result.

One good approach that makes use of the MapReduce paradigm is CHI-BD [24], which is a more robust version of Chi et al.’s (1996) algorithm, dealing with vertically high dimensional datasets. CHI-BD is divided in three stages, where each stage is composed of a MapReduce process. The flow of the algorithm was summarized here bellow. Further details about the algorithm flow can be found in Elkano et al. (2017).

1) Rules generation process

In this stage, a preliminary rule base is built ignoring rule weights. It is composed of the following MapReduce process:

a) Map stage
   i) Data is split into different mappers
   ii) In each mapper, one rule is created for each example

b) Reduce stage
   i) Rules with the same antecedent are grouped and the list of all possible consequents is returned.
   ii) A new rule base is created with antecedents and the list of consequents.

2) Frequent subsets search

This stage aims to avoid repeated computations when calculating rule weights. This way, the following MapReduce process find subsets of antecedents that appear most often in the rule base built in the rules generation process.

a) Map stage
   i) The antecedent part of each rule is divided into a definite number of subsets of contiguous antecedents.
   ii) A key-value pair is generated, where key is a tuple with the subset and its id, and value is 1.

b) Reduce stage
   i) The number of occurrences of each subset is counted, and the subsets having a number of occurrences larger than a given threshold are kept.

3) Computation of rule weights

In this stage, rule weights are computed and included in the preliminary rule base created in stage 1.

a) Map stage
   i) Each mapper loads the rule base previously obtained.
   ii) In each mapper, one rule is created for each example

   A) For each rule, the matching degrees of all examples related to each possible class of the rule is computed.
b) Reduce stage
i) The matching degrees in all mappers are summed and used to compute the rule weights.

The algorithm presented above is the most recent adaptation of the Chi et al.’s algorithm to the Big Data scenario. This adapted approach shows that fuzzy rule-based systems can be easily implemented in parallel processing environments.

III. Horizontal Dimensionality Reduction

The proposed approach aims to reduce horizontal high dimensionality by creating groups of attributes as a new feature space of the dataset to be classified. To this end, the FCM algorithm was chosen to perform the clustering step. In addition to FCM, two established dimensionality reduction techniques were applied: Principal Component Analysis (PCA) and Latent Semantic Analysis (LSA). Both approaches use Singular Value Decomposition (SVD) and leverage the idea that meaning can be extracted from context. In LSA, context is extracted by means of the term × document matrix, while in PCA context is provided through the term covariance matrix. Details about the above mentioned techniques are given below.

A. Fuzzy C-Means

Clustering algorithms are unsupervised techniques that aim to identify groups of similar instances [25]. In a crisp approach, each instance belongs to a specific group of similar instances, while in a fuzzy approach each instance belongs to every group with different membership degrees. Fuzzy C-Means (FCM) [20] is the most popular fuzzy clustering algorithm and was considered in this work due to its simplicity and effectiveness.

Distance and similarity are key concepts for constructing clustering algorithms, since groups are built based on similarity and distance measurements. A similarity function \( \text{Sim}() \) computes similarity degrees between instances, whose values are in the range \([0,1]\). Consider a set of \( n \) examples \( D = \{d_1, d_2, \ldots, d_n\} \), where \( d_k \), \( k = 1, \ldots, n \), is a \( m \)-dimensional point. Usually, if \( \text{Sim}(d_i, d_j) = \text{Sim}(d_i, d_l) \), where \( i, j, l \in k \), we can say that instance \( d_j \) is more similar to instance \( d_i \) if compared to instance \( d_l \). The Cosine similarity measure is commonly used in the context of text processing due to the high dimensionality of the instances to be compared [26]. The Cosine similarity between two instances is defined as follows.

\[
\text{Sim}(d_i, d_j) = \cos(\theta) = \frac{\vec{d}_i \cdot \vec{d}_j}{||\vec{d}_i|| \cdot ||\vec{d}_j||}
\]  

(1)

where \( \vec{d}_i \) and \( \vec{d}_j \) are instances in the vector form and \( \theta \) is the angle between the two vectors.

For FCM, an example can belong to all groups with different membership degrees. Membership degrees are associated to the distance of the examples to the centroids of the groups. The more distant is the example to the centroid of some group, the smaller is its membership degree concerning to that group. A fuzzy clustering is composed by a set of \( c \) groups, denoted by \( P = \{A_1, A_2, \ldots, A_c\} \), and a partition matrix \( W = w_{k,p} \in [0,1] \), for \( p = 1, \ldots, c \), where each element \( w_{k,p} \) represents the membership degree of the example \( k \) in the group \( A_p \) [27].

The sum of all membership degrees for a given example \( d_k \) must be equal to 1, as shown in Equation 2.

\[
\sum_{i=1}^{c} w_{k,p} = 1
\]

(2)

Each group \( A_p \) must contain at least one example with non-zero membership degree and must not contain all the points with membership degrees equal to 1, as shown in Equation 3.

\[
0 < \sum_{k=1}^{n} w_{k,p} < n
\]

(3)

The goal of the FCM algorithm is to minimize the sum of the squared error (SSE), as shown in Equation 4. That is, the goal is to minimize the distances between the examples and the centroids \( c_p \) of the groups.

\[
SSE = \sum_{k=1}^{n} \sum_{i=1}^{c} w_{k,p}^f \text{dist}(d_k, c_p)^2
\]

(4)

where \( f > 1 \) is the fuzzifier parameter that can influence the performance of the FCM algorithm.

B. Principal Components Analysis (PCA)

PCA is a mathematical matrix decomposition technique for dimensionality reduction. It reduces dimensionality by finding linearly uncorrelated attributes that minimize information loss and maximize the explained variance of the data. It was first proposed by Karl Pearson [21] and has been widely used since then [28].

The steps for performing PCA on a \( n \times m \) dimensional dataset is given as follows:

- **Data standardization**: All \( m \) attributes are transformed to the same scale.
- **Covariance matrix computation**: The \( m \times m \) covariance matrix is built to represent the relationship between all the attributes.
- **Eigenvectors and eigenvalues computation**: The \( m \) eigenvectors and eigenvalues of the covariance matrix are computed.
- **Feature vector construction**: The \( c \ll m \) principal components are selected, and the \( n \times c \) final dataset is represented by the principal components.

Further data analysis techniques can be performed with the smaller dataset represented by Principal Components.

C. Latent Semantic Analysis (LSA)

LSA is a technique usually used for natural language processing to analyze relationships between terms and documents [22]. Its main idea is to filter noise and reduce dimensionality by finding the smallest set of concepts that explain all the
documents, where concepts are patterns of words that usually appear together in documents.

LSA takes the term-document matrix and applies the Singular Value Decomposition (SVD) technique to obtain the reduced data space [29]. SVD is a factorization of a \( n \times m \) matrix, \( D \), into three components \( USV^T \). Where \( U \) is an \( n \times c \) orthogonal matrix, whose columns are defined by the left-singular vectors of \( D \). \( S \) is a \( c \times c \) diagonal matrix, \( V \) is a \( n \times c \) matrix, with \( V^T \) being the transpose of \( V \). The columns of \( V \) are defined by the right-singular vectors of \( D \). The value \( c \ll m \) is called the rank and defines the number of singular values that are kept.

The number of singular values in the diagonal matrix \( S \) defines the amount of variance explained by each of the singular vectors, and it is used to define the new reduced dimension of the transformed data matrix.

Once FCM, PCA and LSA can be used to reduce horizontal high dimensionality, next we present our proposal, named Summarizer, which makes use of vertical and horizontal dimensionality reduction, as previously explained, to improve classification accuracy.

IV. SUMMARIZER

The general idea of our proposal includes adding a clustering step before the classification process, by which the attributes of a dataset will be groups of attributes obtained through the FCM algorithm. A crisp clustering also could be considered, but a fuzzy clustering was chosen to use as much information as a dataset can have, since using FCM each attribute can be present in every cluster to some extent.

By reducing the high number of attributes to a much smaller number of groups, there will be much less horizontal high dimensionality of the data and then a classification task can be performed, as for example, CHI-BD.

To better formulate the process of creating groups of attributes, consider a dataset with \( n \) instances and \( m \) attributes. The matrix of data is represented in Table I.

<table>
<thead>
<tr>
<th>Instance</th>
<th>Attribute 1</th>
<th>Attribute 2</th>
<th>...</th>
<th>Attribute m</th>
</tr>
</thead>
<tbody>
<tr>
<td>Instance 1</td>
<td>( d_{11} )</td>
<td>( d_{12} )</td>
<td>...</td>
<td>( d_{1m} )</td>
</tr>
<tr>
<td>Instance 2</td>
<td>( d_{21} )</td>
<td>( d_{22} )</td>
<td>...</td>
<td>( d_{2m} )</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>Instance n</td>
<td>( d_{n1} )</td>
<td>( d_{n2} )</td>
<td>...</td>
<td>( d_{nm} )</td>
</tr>
</tbody>
</table>

where \( d_{ij} \) is the value of the \( i \)-th instance and the \( j \)-th attribute, with \( i = 1, \ldots, n \) and \( j = 1, \ldots, m \). The first step for creating groups of attributes is to transpose the data matrix, so an attribute \( \times \) instance \((A \times I)\) matrix is obtained. The transposed matrix is presented in Table II.

<table>
<thead>
<tr>
<th>Attribute</th>
<th>Instance 1</th>
<th>Instance 2</th>
<th>...</th>
<th>Instance n</th>
</tr>
</thead>
<tbody>
<tr>
<td>Attribute 1</td>
<td>( d_{11} )</td>
<td>( d_{21} )</td>
<td>...</td>
<td>( d_{n1} )</td>
</tr>
<tr>
<td>Attribute 2</td>
<td>( d_{12} )</td>
<td>( d_{22} )</td>
<td>...</td>
<td>( d_{n2} )</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>Attribute m</td>
<td>( d_{1m} )</td>
<td>( d_{2m} )</td>
<td>...</td>
<td>( d_{nm} )</td>
</tr>
</tbody>
</table>

The above mentioned steps is summarized as follows:

1) Transposing the original data matrix \((\text{instance} \times \text{attribute})\) in order to get an attribute \( \times \) instance matrix.

\[ I \times A \rightarrow A \times I \]

2) Cluster the attributes with different number of groups. The output in this step will be an attribute \( \times \) group matrix.

\[ A \times I \rightarrow A \times G \]
3) Calculating the weighted averages for each instance in each group to get the instance $\times$ group matrix.

$$A \times G \rightarrow I \times G$$

4) Perform classification task using groups as attributes.

**Summarizer** can be used in any classification system for any type of data, since its main idea is to reduce the feature space of a dataset without loss of information. To check its feasibility when Big Data is considered, in this work, the experiments were performed for text classification tasks using the CHI-BD algorithm. Therefore, the experiments were performed as shown in the workflow in Figure 1: in Step 1, by means of FCM, PCA, and LSA, an horizontal dimensionality reduction is performed; and in Step 2, by means of CHI-BD, a vertical dimensionality reduction is performed for a classification task.

![Workflow of Summarizer](image)

The results obtained from our experiments are presented in the next section.

**V. EXPERIMENTAL RESULTS**

This study is aimed at assessing the performance of our proposal (**Summarizer**) by analyzing the results obtained in terms of classification accuracy and number of rules. We compare the results obtained through FCM, PCA and LSA algorithms to the results of CHI-BD with no clustering step. Section V-A describes the datasets, the parameters, and the statistical tests considered for the study. In sections V-B and V-C we analyze the results in terms of number of rules and classification performance.

**A. Experimental Framework**

To conduct the experiments, five high dimensional datasets were selected from the LABIC website\(^1\). In order to obtain more binary text datasets, we have turned multi-class classification problems into multiple binary One-vs-All problems, which resulted in 9 binary text datasets. To do so, we selected a positive class and considered the rest of the classes as the negative class. Descriptions of the datasets are shown in Table V with the number of examples (#Examples), the number of examples of majority and minority classes (#maj/#min), and the number of attributes (#Attributes).

![Table V: Summary of the Datasets](image)

<table>
<thead>
<tr>
<th>Dataset</th>
<th>#Examples</th>
<th>(#maj/#min)</th>
<th>#Features</th>
</tr>
</thead>
<tbody>
<tr>
<td>20ng_0</td>
<td>1000</td>
<td>(500/500)</td>
<td>8526</td>
</tr>
<tr>
<td>20ng_1</td>
<td>2000</td>
<td>(1500/500)</td>
<td>11027</td>
</tr>
<tr>
<td>20ng_2</td>
<td>2000</td>
<td>(1500/500)</td>
<td>11027</td>
</tr>
<tr>
<td>20ng_3</td>
<td>2000</td>
<td>(1500/500)</td>
<td>11027</td>
</tr>
<tr>
<td>ofscal</td>
<td>2881</td>
<td>(1621/1260)</td>
<td>8214</td>
</tr>
<tr>
<td>Re8</td>
<td>6215</td>
<td>(3923/2923)</td>
<td>7846</td>
</tr>
<tr>
<td>Multidomain sentiment</td>
<td>8000</td>
<td>(4000/4000)</td>
<td>13360</td>
</tr>
</tbody>
</table>

The experiments were conducted applying a 5-fold cross validation. Therefore, the result of each dataset with each technique was computed as the average of the accuracies in each fold. Larger datasets were not considered in this work since an optimized version of FCM would be necessary for clustering larger feature spaces. We are considering parallel grouping approaches to enable dealing with even larger datasets in an intended future work.

The parameters considered for executing CHI-BD were the default parameters available in the original implementation of the algorithm\(^2\). It was considered three linguistic labels per attribute, and it was applied the winning rule fuzzy reasoning method for classifying examples. Rule weights have been computed using the **Penalized Cost-Sensitive Certainty Factor** (PFC-CS) [7], which is an adaptation of the **Penalized Certainty Factor** (PCF) [30]. To conduct the experiments it was used an Ubuntu virtual machine Version 16.04.1 with 256 GB of RAM memory and 32 cores, operating on a VirtualBox 5.2.1 platform under a machine equipped with an Intel(R) Xeon(R) CPU E7-2890 v2 processor at 2.80GHz.

The performance of the **Summarizer** technique will be assessed by means of geometric means (Gmeans) [31], a well known metric for imbalanced datasets, and also by means of the number of rules.

The FCM algorithm was used in the horizontal dimensionality reduction step to create groups of attributes varying from 2 and 10 groups to proportions of 1%, 5% and 10% of the number of attributes. The groups of attributes were then used as new attributes for the CHI-BD algorithm, which configures the **Summarizer** approach. The different number of groups was then compared to the traditional approach (with no horizontal dimensionality reduction). The horizontal dimensionality reduction step was also performed using PCA and LSA under the same conditions. The results were also compared to the traditional approach and to the FCM approach in terms of accuracy and GM.

The comparisons in terms of number of rules generated by CHI-BD for each dataset and for each method is discussed in the next section.

**B. Number of Rules**

Figure 2 shows the number of rules generated by CHI-BD without **Summarizer** for each of the 9 datasets considered in

\(^1\)http://sites.labic.icmc.usp.br/text_collections/

\(^2\)https://github.com/melkano/CHI-BD
this work, as well as the number of rules generated by CHI-BD for different variations of Summarizer (2 and 10 groups, generated by FCM, PCA and LSA, to proportions of 1%, 5% and 10% of the number of attributes).

As an example of rule generated by the model, consider the rule generated for the dataset Re8, with Summarizer with FCM and 2 groups. The rule is shown bellow.

IF Group1 IS L2 AND Group2 IS L2 THEN CLASS = class1 WITH RW = 0.7408715

Rules or concepts/groups interpretation was not addressed in this work, and it is a suggestion for future assessment. However, the smaller number of components in each rule is an indicator that rules interpretation can be improved by Summarizer.

![Number of rules generated by the CHI-BD algorithm.](image)

According to the results in Figure 2, the number of rules generated by CHI-BD with no grouping step (without Summarizer) was higher for all datasets when compared to Summarizer with FCM, PCA and LSA. The number of rules for CHI-BD with no grouping step for the Multidomain Sentiment dataset could not be counted because the number of rules was to high to be written in the Rule Base file. Among the Summarizer approaches used with CHI-BD, FCM returned the smaller number of rules when compared to PCA and LSA for all datasets.

It can be observed that, for same datasets, the number of rules generated by CHI-BD decreases for Summarizer with 10% of the number of attributes. That can be an indication that redundancy starts being added to the model when a high number of groups of terms is considered. This way, a smaller number of groups may carry all the information about the data and adding more groups only increases dimensionality with no extra information gain.

The average number of rules for every number of groups generated by Summarizer is presented in Table VI. The average number of rules generated by CHI-BD without Summarizer was equal to 1813. The percentage of decrease on the number of rules obtained by CHI-BD with Summarizer compared to CHI-BD without Summarizer (1813) is also presented in table VI (percentages in parenthesis). In order to find statistical differences between the number of rules, the Wilcoxon test [32] was applied. The p-values are also presented in Table VI.

As can be seen in Table VI, among FCM, PCA and LSA, Summarizer with FCM presented the smaller average number of rules. For Summarizer with 10% of the number of terms, for example, the average number of rules for FCM was equal to 147 rules, while the average number of rules was equal to 722 and 888 for Summarizer with PCA and LSA, respectively. That is, with the same amount of attributes (groups), CHI-BD with Summarizer considering FCM was capable of designing a classification system with a much smaller number of rules.

Comparisons of the methods in terms of Geomean will be presented in next section, and one should keep in mind that there should be a balance between classification accuracy and rule base size, since the number of rules in a classification system play an important role in the interpretability of the results.

### Table VI

<table>
<thead>
<tr>
<th>Summarizer</th>
<th>Number of groups</th>
<th>p-value</th>
<th>Average Number of Rules</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>FCM</td>
</tr>
<tr>
<td>Summarizer 2</td>
<td>&lt; 0.0001</td>
<td>3 (99.8%)</td>
<td>4 (99.8%)</td>
</tr>
<tr>
<td>Summarizer 10</td>
<td>&lt; 0.0001</td>
<td>10 (99.4%)</td>
<td>15 (99.2%)</td>
</tr>
<tr>
<td>Summarizer 1%</td>
<td>&lt; 0.0001</td>
<td>48 (97.4%)</td>
<td>192 (89.4%)</td>
</tr>
<tr>
<td>Summarizer 5%</td>
<td>&lt; 0.0001</td>
<td>108 (94.0%)</td>
<td>636 (64.9%)</td>
</tr>
<tr>
<td>Summarizer 10%</td>
<td>&lt; 0.0001</td>
<td>147 (92.0%)</td>
<td>722 (60.2%)</td>
</tr>
</tbody>
</table>

The number of rules for CHI-BD with FCM, PCA and LSA drops at a high rate for all approaches of Summarizer when compared to CHI-BD without Summarizer. The percentage of decrease on the number of rules of Summarizer with FCM was above 90% for all number of groups of terms. Based on the results, it can be observed a significant reduction on the number of rules of CHI-BD with Summarizer when compared to CHI-BD without Summarizer with a significance level of 99% (p-value < 0.0001) in all cases.

Despite the significant decrease on the number of rules for CHI-BD with Summarizer, there was not a negative impact on the performance of the algorithm, as discussed in the next section.

### C. Classification Performance

Table VII shows the Geomean values obtained by CHI-BD with and without Summarizer for each of the 9 datasets considered in this work. The best overall result for each dataset is shown underlined, while the best one for each dataset and for each number of groups on Summarizer among FCM, PCA and LSA is shown in bold-face.

As shown in Table VII, for 8 out of the 9 studied datasets, the performance of CHI-BD with Summarizer was better than the performance of CHI-BD without Summarizer in terms of Geomeans for at least one of the horizontal dimensionality reduction approaches (FCM, PCA or LSA). For most of the cases, CHI-BD with Summarizer with only 2 groups
As shown in Table VIII, despite the much smaller number of rules obtained by CHI-BD with Summarizer, it still gives a higher Gmeans value in 32 out of 45 cases (71.1% of wins). LSA presented the higher number of wins (26 wins). For the Total column, Summarizer with 10 groups presented the higher number of wins (8 out of 9 datasets), followed by Summarizer 2 and 1% with 7 wins.

VI. CONCLUSIONS

As exposed by Elkano et al. (2019) [33], in the last few years, researchers have tried to design fuzzy classifiers that reduce memory and computational requirements on Big Data classification tasks. However, these algorithms often consider Big Data as datasets with large number of instances, with no concern about the high number of attributes as well. In this work, we have proposed a new approach for building reduced feature spaces of vertical and horizontal high dimensional datasets. We tested our approach with CHI-BD, that already deals with vertical high dimensionality by making use of the summarization method in comparison to CHI-BD without Summarizer. It should be noted that there was a significant reduction on the number of rules for CHI-BD with Summarizer in addition to the increase of Gmeans. The best possible method would be the one with the higher Gmeans and the smaller number of rules.

Table VIII presents a comparison between the number of times CHI-BD with Summarizer had a better Gmeans performance than CHI-BD without Summarizer. The results are presented in terms of wins (W), which is the number of times the use of some reduction approach obtained a classification result superior to the CHI-BD without Summarizer, ties (T), which is the number of times the use of some reduction approach obtained a classification result similar to the CHI-BD without Summarizer; and loses (L), which is the number of times the use of some reduction approach obtained a classification result inferior to the CHI-BD without Summarizer. Finally, the Total row indicates the total number of wins, ties and loses considering all possible number of groups for Summarizer.

A total column was added to Table VIII in order to consider the number of wins, ties and loses when any of the three approaches presents a better Gmeans than CHI-BD without Summarizer. For example, a win is considered in the Total column when FCM or PCA or LSA presented a better Gmeans than CHI-BD without Summarizer.

As shown in Table VIII, despite the much smaller number of rules obtained by CHI-BD with Summarizer, it still gives a higher Gmeans value in 32 out of 45 cases (71.1% of wins). LSA presented the higher number of wins (26 wins). For the Total column, Summarizer with 10 groups presented the higher number of wins (8 out of 9 datasets), followed by Summarizer 2 and 1% with 7 wins.

VI. CONCLUSIONS

As exposed by Elkano et al. (2019) [33], in the last few years, researchers have tried to design fuzzy classifiers that reduce memory and computational requirements on Big Data classification tasks. However, these algorithms often consider Big Data as datasets with large number of instances, with no concern about the high number of attributes as well. In this work, we have proposed a new approach for building reduced feature spaces of vertical and horizontal high dimensional datasets. We tested our approach with CHI-BD, that already deals with vertical high dimensionality by making use of the summarization method.
feature space. Third, rules and concepts/groups interpretation is also being considered as a future work, since much smaller rules are generated by Summarizer. Finally, we consider testing Summarizer with algorithms other than CHI-BD for dealing with vertical high dimensionality.
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