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Abstract—In order to talk about an image it is of special
interest to be able to refer to the groups of objects that appear in
it. To do that, we have to form noun phrases in which properties
are combined to discriminate the target group from the rest.
These phrases are part of what is known as plural referring
expressions in the NLG field. The construction of this type
of expressions is a complex problem, given the graduality of
both the visual properties that can be used to make them up
and the concept of group itself, among other reasons. In this
work we propose the use of distance as the inducing element
of the notion of group of objects in the image and we also
show how results from the theory of fuzzy sets and the related
theory of representation by levels (RL) can be used to assess the
referential success of referring expressions taking into account
the aforementioned graduality of the involved concepts.

Index Terms—Object Group Identification, Referring Expres-
sion Generation

I. INTRODUCTION

The identification of groups of objects in images attempts
to determine the different natural groups humans are able
to distinguish when inspecting an image. This is a key task
in different applications, particularly in data-to-text systems,
including image description and object location, among others.

There are many factors that can influence the identifica-
tion of object groups. One obvious factor is distance among
objects. A reasonable requirement for a set of objects to be
an object group is that they are closer to each other than to
objects in other groups. In this sense, an obvious approach
to identification of object groups is to perform a clustering
process, by computing similarity on the basis of distance. As
an example, consider the image in Fig. 1. In this scene we can
identify two clear groups according to the distance between the
objects. These groups are the set of objects A = {t1, s1, c4}
and B = {c1, c2, c3, t3}. The rest of objects are more dispersed
in the image, so attending only to the distance we need to relax
(sometimes considerably) our criterion of “vicinity” in order
to identify other groups in this context. For example, looking
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at the image, it also seems clear that the set A of three objects
is perceived as a group slightly more easily than the set B of
four objects.

This example shows an important idea of how groups
are formed: distance is the main criterion when determining
groups and its influence is a matter of degree, some groups
being easier to identify than others. We should call salience to
the degree to which it is easy to identify a group [1]. Different
approaches to define salience are available in the literature, see
for example [2]–[4].

In data-to-text applications, once visually salient groups of
objects are identified, it is important to generate linguistic
expressions able to distinguish them from other groups [5]–[7].
These expressions are called referring expressions [1], [8]. In
the particular case of groups of objects, we are concerned with
the problem of referring to sets or plural referring expression
generation, as particular cases of the more general referring
expression generation (REG) problem. We shall use REG
for simplicity along the paper when referring to the plural
version of this problem. As related work outside the NLG
community, the problem of identifying object groups has also
been considered in the setting of flexible querying in fuzzy
databases in order to characterize the answer of queries [9]–
[11].

As an example, consider again our previous image in Fig.
1. Regarding some of the groups we have identified before,
we can refer to group B as “the group of gray objects”. On its
turn, we can refer to group A as “the group of white objects
that contains a circle, a triangle and a square”. These two noun
phrases are examples of referring expressions. Note that it is
possible in general to find different referring expressions for
the same group. For instance, we can also refer to group B
as “the group that contains a gray triangle”; similarly, we can
also refer to group A as “the group of objects that contains a
white square”.

The objective of this paper is to offer a preliminary ap-
proximation to the problem of referring to groups of objects
in images in a fuzzy setting, which opens a research line
about REG for groups of objects in images using fuzzy
properties. Fuzziness come into play in several aspects of this
problem: the identification of groups of objects (related to the
notion of salience we have mentioned before), the properties
employed in referring expressions, and the assessment of
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Fig. 1. Scene example.

referential success in the generation of referring expressions.
More specifically:

• It is well known that similarity in terms of distance is a
matter of degree.

• Many visual features that can be considered in referring
expressions, like those related to shape, texture, and spe-
cially color, are also considered as paradigmatic examples
of fuzzy concepts [12].

• With respect to the REG problem, the suitability of a
referring expression for distinguishing a group, called ref-
erential success, becomes a matter of degree as well [12]–
[17]. For instance, in the image in Fig. 1, the expression
“the group of white objects” could be identified as either
group A or group C = {c5, c6, c7}. Though objects in
group C are not so close to each other as those in group
A, they are far enough from other objects so that they can
be identified as a group on the basis of distance only,
but with more difficulties. Even considering that group
C is less salient that group A, its presence in the image
can affect the referential success of the expression “the
group of white objects” for referring to group A, as we
may hesitate between A and C as the target group of the
referring expression. Note also that the salience of a group
D = {t1, s1, c4, c5, c6, c7} is naturally much lower than

those of groups A and C due to the distance between the
objects, to the point that it is much less likely in general
that a human would consider group D as the group we
are referring to.1

The paper is organized as follows: we discuss on distance-
based object group identification in Section II. Our proposal
of properties and referential success measures is described in
Section III, together with a discussion about referring expres-
sion generation. Finally, section IV contains our conclusions
and future research lines.

II. DISTANCE-BASED OBJECT GROUP IDENTIFICATION

We assume in this section that individual objects in the
image have been identified by means of some suitable image
analysis technique. Together with the objects, we assume that
a measure of distance between every pair of objects has
been calculated, either in the form of distance between object
centres, smaller distance between pixels of every object, or
using distance between the corresponding bounding boxes
associated to the objects. Any distance can be employed,
provided it is suitable for the purpose of discriminating groups
of objects. In our examples, we use synthetic images with
simple scenes in which both objects and the distance between
every pair of objects are available.

As we suggested in the introduction, we shall use clustering
with similarity based on distance for basic determination of
object groups. Hence, we start from a set O = {o1, . . . , on}
of objects, n ≥ 2, and a distance d(·, ·) between objects in
O. We shall employ coverings and a multi-level perspective,
since groups can be appreciated at different scales and, when
we focus on the context given by the objects of a single group,
it is usual to observe subgroups of objects, a procedure that can
be repeated recursively until we arrive to individual objects.
In the next sections we shall explain our clustering procedure
and we shall propose a measure of salience with the objective
or determining how “easy” is to perceive each of the obtained
groups.

A. Finding groups using coverings by levels

As it is usual in many applications, we start by computing
a resemblance (reflexive and symmetric) fuzzy binary relation
Rdm on O on the basis of distance, as follows:

Rdm(oi, oj) = max

{
1− d(oi, oj)

dm
, 0

}
(1)

where dm > 0 is a parameter that defines the distance
beyond which the resemblance between objects is 0. This pa-
rameter determines in our clustering procedure the maximum
diameter of a sphere containing all the objects in a group. One
possibility is to define dm as the maximum diameter of the
area of the image that we can see in a single sight, but any

1In this point, note the difference between “the group of white objects”
and “the set of white objects”. The latter can easily be applied to D since the
term “set” does not imply an spatial connotation; on the contrary, the term
“group” implies that objects are close to each other and separate from objects
in other groups, as we have explained before.



other value can be used depending on the requirements of the
specific application at hand. In the following we shall assume
that dm is determined and known, so that we shall denote Rdm
simply as R.

On the basis of such resemblance relation, a clustering
procedure is proposed in [18] based on the representation
by levels (RLs) [19], which is an alternative to fuzzy sets
as a tool for representing and operating with sets having ill-
known boundaries2. The main features of RLs are: i) every
crisp mathematical object (set, number, etc.) is taken to the
fuzzy case in an unique and easy way, as an assignment of
objects to levels in (0,1], and ii) operations between RLs are
performed in every level independently, results keeping all the
properties of the crisp case. Particularly, RLs of sets form
a Boolean algebra with respect to union, intersection, and
complementation. Similarly, RLs of numbers (natural, integer,
real, etc.) keep the same properties and algebraic structure of
their crisp counterparts.

In the case of clustering, the procedure proposed in [18]
provides an assignment of crisp coverings to levels in the set
ΛR = {α ∈ (0, 1] such that ∃oi, oj ∈ O with R(oi, oj) = α}.
It is immediate that ΛR = {α1, . . . , αk} with k ≥ 1 and
1 = α1 > · · · > αk+1 = 0. For each αk ∈ ΛR, a crisp
covering is obtained as follows:

1) Obtain Rαi (the αi-cut of R).
2) The set of maximal cliques in Rαi defines a crisp

covering of O in level αi with ki (non-disjoint) clusters
Ci = {Ci1, . . . , Ciki} ⊂ {0, 1}O.

Then, a RL-clustering based on coverings is obtained as
a pair (ΛR, ρR), where ρR is a function assigning crisp
coverings to levels, i.e., for every level αi ∈ ΛR it is

ρR(αi) = Ci (2)

By the properties of maximal cliques of crisp binary re-
lations, it is also easy to prove that for every 1 < i < k
and for every cluster C in level αi, there are at least one
cluster C ′ in level αi−1 and at least one cluster C ′′ in level
αi+1 such that C ′ ⊆ C ⊆ C ′′. That is, the collection of
coverings corresponding to the different levels has a structure
with k levels, indexed from 1 (where all sets are singletons,
since this level consider that two objects are similar when the
distance between them is 0 only) to k. We shall denote by G
the collection of all distinguishable groups of objects in the
image:

G =

k⋃
i=1

Ci = {g1, . . . , gl} (3)

That is, G is the set containing all the clusters obtained at
each level of the structure3.

2This clustering procedure has been applied for instance to solve the
context-dependent semantics of fuzzy sets modeling size [20].

3Note that this deterministic procedure is not a conventional Agglomerative
Hierarchical Clustering, since i) in each level, it produces in general crisp
clusterings comprised of non-disjoint clusters, not partitions, and ii) it builds
a final collection of groups of objects G that it is not a clustering of the objects
in the image, since some groups are contained in others when the number of
objects is greater than 1.

As an example Tables II and III show the RL-clustering
obtained for the image in Figure 1 using dm = 6 and dm = 4,
respectively, where levels have been rounded to the nearest
two decimal values. Euclidean distances between objects are
shown in Table I.

B. Distance-based salience

For every gi ∈ G, we can define

m(gi) =
∑

αj∈ΛR | gi∈ρR(αj)

(αj − αj+1) (4)

In the RL theory, the measure m in Eq. (4) is the probability
that a level α taken at random in (0, 1] satisfies gi ∈ Ci =
ρR(αi), with αi = min{αj ∈ ΛR such that αj ≥ α}, hence
m(gi) ∈ [0, 1]. In our context, this value can be seen as the
degree to which it is easy to distinguish gi among the groups
in G.

Using this measure, we can define the distance-based
salience for every group gi ∈ G as a value in [0, 1] obtained
by normalizing the measure m in G, that is

sal(gi) =
m(gi)

M
(5)

where
M = max

gi∈G
m(gi). (6)

For the sake of simplicity, we shall use the term salience to
refer to the distance-based salience in the rest of the paper.

As an example Tables IV and V show values of m and
salience for some of the groups in Tables II and III, respec-
tively, also rounded to the nearest real number with a precision
of two decimals.

III. REFERRING EXPRESSIONS FOR GROUPS OF OBJECTS

From the application of techniques like the one described
in the previous section, we obtain a set of object groups G
which are partially ordered according to the classical inclusion
relationship between sets; that is, G is a poset. As we will see
in this section, this poset can serve as a basis for obtaining
referring expressions that allow identifying groups of objects
in the image.

A referring expression is a noun phrase whose aim is to
univocally identify an element within a collection. In the case
of this paper, the aim of referring expressions is to univocally
identify groups of objects within G. Usually, a referring
expression takes the form of a conjunction of properties.

A. Properties

In this paper we will consider two types of properties when
describing groups and constructing plural referring expres-
sions:
• Collective properties are properties of a set of objects as a

whole. These properties can have different nature. In this
work we are going to consider the cardinality of the set
(e.g., “to have three objects”), and those properties that
all elements of the set share and that can be represented
by the template (e.g. “all its objects are gray”). Within



TABLE I
DISTANCES BETWEEN OBJECTS IN FIGURE 1.

c2 0
t3 2 0
c3 2 3 0
c1 3 2 2 0
c4 7 6 5 4 0
s1 8 7 6 5 2 0
t1 8 7 7 5 2 2 0
c5 4 5 3 5 6 7 8 0
c6 9 9 7 8 6 6 7 6 0
c7 9 10 7 9 9 8 10 5 3 0
s2 12 10 10 9 6 5 4 12 11 14 0
t2 9 7 8 6 5 6 4 11 11 14 5 0
c8 9 7 9 7 9 10 9 12 14 16 10 5 0

c2 t3 c3 c1 c4 s1 t1 c5 c6 c7 s2 t2 c8

TABLE II
RL-CLUSTERING OBTAINED FOR THE IMAGE IN FIGURE 1 WITH dm = 6.

Distance Level Covering
0 1 {c1} , {c2} , {c3} , {c4} , {c5} , {c6} , {c7} , {c8} , {t1} , {t2} , {t3} , {s1} , {s2}
2 0.67 {c2, t3} , {c2, c3} , {t3, c1} , {c3, c1} , {c4, s1, t1} , {c5} , {c6} , {c7} , {s2} , {t2} , {c8}
3 0.5 {c2, t3, c3, c1} , {c3, c5} , {c4, s1, t1} , {c6, c7} , {s2} , {t2} , {c8}
4 0.33 {c2, t3, c3, c1} , {c2, c3, c5} , {c1, c4} , {c4, s1, t1} , {t1, s2} , {t1, t2} , {c6, c7} , {c8}
5 0.17 {c2, t3, c3, c1, c5} , {c3, c1, c4} , {c1, c4, s1, t1} , {c4, t1, t2} , {s1, t1, s2} , {t1, s2, t2} , {c5, c7} , {c6, c7} , {t2, c8}

TABLE III
RL-CLUSTERING OBTAINED FOR THE IMAGE IN FIGURE 1 WITH dm = 4.

Distance Level Covering
0 1 {c1} , {c2} , {c3} , {c4} , {c5} , {c6} , {c7} , {c8} , {t1} , {t2} , {t3} , {s1} , {s2}
2 0.5 {c2, t3}, {c2, c3}, {t3, c1}, {c3, c1}, {c4, s1, t1}, {c5}, {c6}, {c7}, {s2}, {t2}, {c8}
3 0.25 {c2, t3, c3, c1}, {c3, c5}, {c4, s1, t1}, {c6, c7},{s2},{t2}, {c8}

this kind of properties there is one of special interest: “to
be a group”.

• Additionally, we will consider properties derived from
inclusion relationships as, for example, “to contain a set
of four triangles”. When the set of objects satisfy the
property “to be a group” as well, the conjunction of both
properties can be linguistically expressed as “to contain
a group of four triangles”.

Since the above mentioned properties can be fuzzy in
general, in order to generate referring expressions using these
properties, a first step is to determine how to assess their
accomplishment degree.

Let us consider again an image with a set of objects O =
{o1, . . . , on} and a set of groups G = {g1, . . . , gl}. Let us
consider a set P = {p1, . . . , pm} of properties that may be
satisfied by objects in O.

Properties in P can be fuzzy properties, with the fulfilment
degree of property pi ∈ P by an object o ∈ O denoted by
pi(o) ∈ [0, 1]. Let us formalize the following sets of properties
that may be satisfied by any set of objects:

• We shall consider cardinality as a crisp property. Hence,
the properties related to cardinality will be denoted as

Card = {card1, . . . , cardn} (7)

where cardi means “to have i objects”, i.e., for every

s ∈ {0, 1}O it is

cardi(s) =

{
1 when |s| = i
0 otherwise (8)

• The property gr, meaning “to be a group”, is also a crisp
property defined as follows: for every s ∈ {0, 1}O it is

gr(s) =

{
1 when s ∈ G and |s| > 1
0 otherwise (9)

• In addition, we shall consider the set of collective prop-
erties

SPP = {spP1 , . . . , spPm} (10)

where spPi means “all the objects of the set satisfy pi”,
with pi ∈ P . For every s ∈ {0, 1}O we define

spPi (s) = min
o∈s

pi(o) (11)

• We shall also consider a set of inclusion properties

P⊂ = {ps,Γ | s ∈ {0, 1}O ∧ Γ ∈ {0, 1}SP
P∪Card∪{gr}}

(12)
where ps,Γ means “to include a set s that satisfies all
properties in Γ”. We define

ps,Γ(s′) =

{
0 when s 6⊂ s′
minγ∈Γ γ(s) otherwise (13)

As a final remark, let us stress again the difference between
inclusion properties defined using sets vs. those defined using



TABLE IV
VALUES OF m AND SALIENCE FOR SOME OF THE GROUPS IN TABLE II.

Group m Salience
{c3} 0.33 0.4
{c1, c4} 0.17 0.2
{s1} 0.33 0.4
{t2} 0.67 0.8
{c6} 0.5 0.6
{c2, c3} 0.17 0.2
{c6, c7} 0.5 0.6
{c4, s1, t1} 0.5 0.6
{t3, c1} 0.17 0.2
{c1, c4, s1, t1} 0.17 0.2
{c2, c3, c5} 0.17 0.2
{t1, t2} 0.17 0.2
{c4} 0.33 0.4
{t3} 0.33 0.4
{c5} 0.5 0.6
{s1, t1, s2} 0.17 0.2
{s2} 0.67 0.8
{c2, t3} 0.17 0.2
{c3, c5} 0.17 0.2
{c5, c7} 0.17 0.2
{c2, t3, c3, c1} 0.33 0.4
{t1, s2} 0.17 0.2
{c2} 0.33 0.4
{c1} 0.33 0.4
{c7} 0.5 0.6
{t1} 0.33 0.4
{c8} 0.83 1.0
{c4, t1, t2} 0.17 0.2
{t2, c8} 0.17 0.2
{c3, c1} 0.17 0.2
{t1, s2, t2} 0.17 0.2
{c3, c1, c4} 0.17 0.2
{c2, t3, c3, c1, c5} 0.17 0.2

TABLE V
VALUES OF m AND SALIENCE FOR SOME OF THE GROUPS IN TABLE III.

Group m Salience
{c3} 0.5 0.5
{s1} 0.5 0.5
{t2} 1.0 1.0
{c6} 0.75 0.75
{c2, c3} 0.25 0.25
{c6, c7} 0.25 0.25
{c4, s1, t1} 0.5 0.5
{t3, c1} 0.25 0.25
{c4} 0.5 0.5
{t3} 0.5 0.5
{c5} 0.75 0.75
{s2} 1.0 1.0
{c2, t3} 0.25 0.25
{c3, c5} 0.25 0.25
{c2, t3, c3, c1} 0.25 0.25
{c2} 0.5 0.5
{c1} 0.5 0.5
{c7} 0.75 0.75
{t1} 0.5 0.5
{c8} 1.0 1.0
{c3, c1} 0.25 0.25

groups (those containing the property gr in Γ) using Figure
2: the property “to include a group of two white objects” is
true for the group of objects in the right of the image, but
does not hold for the group of objects in the left, since the
white objects in the latter do not form a group on the basis
of distance. On the contrary, the property “to include a set of

Fig. 2. Set vs. group example.

two white objects” holds for both groups.

B. Expressions and referential success

As we mentioned before, the most usual kind of referring
expression is that of a conjunction of properties. Such conjunc-
tions can be univocally represented by a subset of properties
re ⊆ P where, in the setting of this paper,

P = Card ∪ SPP ∪ P⊂. (14)

Given a referring expression re ⊆ P we can define the
degree to which a set g ∈ G is a distinguishable group of
objects satisfying all the properties in re as

re(g) = min
γ∈re

γ(g) (15)

where re(g) ∈ [0, 1].
Note that, given a referring expression re, re(g) does not

represent the degree to which re is a valid referring expression
for g (in REG terminology, the referential success of re with
respect to g) even when re(g) = 1. This is due to the fact
that a referring expression is required not only to be true for
the target, but also to distinguish it from the rest of potential
targets, usually called distractors. For example, if there exists
a g′ 6= g such that re(g) = re(g′) = 1, the referential success
of re for both g and g′ is expected to be 0.

In [12]–[17], [21] we have studied the notion of referen-
tial success of referring expressions in a fuzzy framework,
including axioms and different proposals. In this paper we
shall employ the referential success measure we introduced in
[13]. Let

Gre(g) = re(g) (16)

be a fuzzy set defined over G on the basis of re and let G∗re
be the normalization of this set performed by dividing by its
maximum membership degree, assuming that it is not 0. Let
us consider {a1, . . . , aq} as the set of membership degrees in
G∗re ranked in non-increasing order (that is, ai ≥ aj for each
1 ≤ i < j ≤ q). Then, the referential success of re for g is
defined as

RS(re, g) =

{
a1(a1 − a2) when condmax
0 otherwise (17)

where condmax holds when re(g) = maxg′∈G re(g
′) > 0.

As an example, let us consider the image in Figure 3, which
includes changes in gray tones for several objects with respect
to Figure 1. The accomplishment degree of the property “to
be dark” for the objects are shown in Table VI.



TABLE VI
DEGREES OF “DARK” FOR OBJECTS IN FIGURE 3.

c1 c2 c3 c4 c5 c6 c7
1 0.9 1 0.6 0 0 0
c8 t1 t2 t3 s1 s2
1 0.75 1 0.95 0.7 1

c2

t3

c3

c1

c4 s1

t1

c5

c6

c7

s2
t2

c8

Fig. 3. A second scene example.

Table VII shows the accomplishment degree of the ex-
pression “to be a group of dark objects” (re1). As can
be seen, the expression produces high degrees in many of
the considered groups and only obtains a referential success
different from zero for group {c3, c1} (whose RS(re1, g) is
0.05). In contrast, if we consider the expression “to be a group
of three objects” (re2), we obtain the results in table VIII. In
this case, cardinality makes that the only referentiable group
is {c4, s1, t1} with a maximum referential success.

The situation if we consider groups of Table II is rather
different. There are more groups of three objects where re2

expression fully holds, and its effect to distinguish {c4, s1, t1}
disappears (RS(re2,g)=0) for all g in Table II. Even if we add
the property “dark” to re2, the obtained referring expression
re3 “to be a group of three dark objects” is of little help.
Table IX shows the obtained results. The expression only
produces a low RS(re2,g) of 0.75 × 0.05 = 0.0375 for the
group {t1, s2, t2}.

TABLE VII
VALUES OF re1(g) FOR GROUPS IN TABLE III.

{c2, t3, c3, c1} 0.9
{c3, c5} 0
{c4, s1, t1} 0.6
{c6, c7} 0
{c2, t3} 0.9
{c2, c3} 0.9
{t3, c1} 0.95
{c3, c1} 1

TABLE VIII
VALUES OF re2(g) FOR GROUPS IN TABLE III.

{c2, t3, c3, c1} 0
{c3, c5} 0
{c4, s1, t1} 1.0
{c6, c7} 0
{c2, t3} 0
{c2, c3} 0
{t3, c1} 0
{c3, c1} 0

In this case, the use of alternative expressions like “to be a
group of three objects that includes a square and a circle” is
neccesary to refer to {c4, s1, t1}, with RS = 1.

C. Referring expression generation

The REG problem in the setting of groups of objects in
images can be stated as follows: given a target group g ∈ G,
find a referring expression re ⊂ P = Card∪SPP ∪P⊂ with
the highest possible referential success, given by Eq. (17).

This problem is known to be highly complex computation-
ally, and it is approached by means of heuristic search tech-
niques like Greedy algorithms. The latter algorithms choose
one property in every step until a good enough referring
expression is found, or all the properties have been consid-
ered. This procedure is linear in the number of properties,
avoiding the full exploration of the inclusion lattice of subsets
of properties. The different existing algorithms differ in the
heuristic employed for choosing the most promising property
in every step. For instance, the discriminatory power heuristic
chooses the property that discards more distractors, whilst
the Incremental Algorithm (IA) uses as heuristic a predefined
ranking of the properties.

For the case of the properties we have introduced in the
previous section, we suggest the following heuristics:
• Heuristics like the one used by the Incremental Algorithm

can be employed in order to induce a ranking of the
inclusion properties in P⊂ corresponding to subgroups
of properties, as follows:

– pg,Γ is preferred to pg
′,Γ′

when sal(g) > sal(g′),
and

– pg,Γ is preferred to pg,Γ
′

when Γ < Γ′ in the
lexicographic order induced by the IA in the set of
properties SPP ∪ Card.

• The discriminatory power heuristic can be directly em-
ployed by adding in each step the property that provides
a larger increase of the referential success.



TABLE IX
VALUES OF re3(g) FOR GROUPS IN TABLE II.

{c4, s1, t1} 0.6
{c3, c1, c4} 0.6
{c4, t1, t2} 0.6
{s1, t1, s2} 0.7
{t1, s2, t2} 0.75

As we have seen, the measure of salience can be used as a
heuristic to rank properties in a REG approach in the setting of
object groups based on the Incremental Algorithm. However,
this measure can be useful for other purposes, particularly
when choosing the target groups to be described in problems
in which a whole description of the image has to be carried
out, or when we are asked to give some brief but relevant
information regarding the image.

IV. CONCLUSIONS AND FUTURE WORK

We have provided a preliminary approach to the two main
tasks related to referring to groups of objects in images in
a fuzzy setting: group identification and referring expression
generation. Note that our approaches to these two tasks are
independent, that is, our approach to referring expression
generation can be applied to groups obtained by means of
any other procedure; similarly, other approaches to referring
expression generation can be applied to the groups we identify.

Regarding group identification, our approach allows to
obtain crisp overlapping groups of objects that are coherent
from the point of view of distance, and a measure of salience
that is related to the difficulty of distinguishing a group in the
image when our focus is restricted by a maximum distance
dm. Several important challenges remain to be afforded, since
the identification of groups is a particularly complex problem
that is affected by factors other than distance; however, we
think that the use of fuzzy techniques, as well as those based
on representations by levels, have much to contribute in this
respect. In this sense, the salience measure proposed in this
paper opens a way to explore, like for instance the study of
the variation of the salience for different values of dm, and its
potential role to define a fuzzy concept of group.

Further future work will be related to the implementation
of efficient algorithms for REG in this setting, following the
guidelines we have introduced in the previous section, and
its application in real problems. Quality models to assess
interpretability and relevance of the resulting expressions will
be also an object of future approximations.
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