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Abstract—Automatic plant leave recognition using digital im-
ages and machine learning techniques is an important task. The
disadvantage of supervised learning techniques is that they are
limited to learn from labelled datasets which are often expensive
to obtain. In this paper, a novel decision fusion framework
is proposed by combining semi-supervised clustering with the
well known image features analysis methods in computer vision.
Initially the leave image features are generated by applying
the Grey Level Co-occurrence Matrix analysis to the processed
leave images transformed by Gabor or Laplacian of Gaussian
filters. Then an on-line spherical k-means clustering technique,
guided by a minimum number of labelled leaves, is used to
train the base classifiers. The final decision of classification is
produced by selecting classifier which produces the max-cosine
value amongst the baseline classifiers. Comparative experiments
have been carried out to demonstrate that proposed approaches
are suited for automatic leave type recognition.

I. INTRODUCTION

Plants are generally recognized using their distinct features
(e.g. leaf colour, leaf shape, leaf texture, trunk, type of fruit,
flower etc.) [1]. Plant leaves have a nearly 2D structure and
their scanned or photographed images can be used by a
computer to extract many features [2]. All such images can be
stored in a database while each new image can be compared
(using its features) against existing images in the database
to recognize its type. Ideally, all the available features of a
plant leaf should be used for recognizing its type. However,
comparing a large number of features is a computationally
complex task and is a time-consuming operation. Hence,
practically, only a small number of features are used for this
purpose. However, the task of accurately recognizing plants
using only a small number of leaf features is not straight
forward. If irrelevant features are used, the accuracy of the
plant recognition system can be affected. For example, leaf
colour is not a very effective feature since many plant types
share the same leaf colour. On the other hand, geometrical
features (such as aspect ratio, form factor etc.) are very
effective, especially when many of these features are used in
combination.

Another aspect of leave type recognition is using the
extracted features of a plant leave to identify its type. The
common approach of supervised learning technique of pattern
recognition can be used, i.e. the feature input is mapped to
an output based on input-output pairs [3]. In such schemes,
labelled training data is used to infer the relationship between
the input and output functions. This relationship can be used

to map new inputs to known outputs (types). Researches
in the area of automatic plant type recognition have gained
momentum over a recent few decades. Amongst the first works
were Guyer et al.’s statistical pattern classification techniques
[4] which were used to identify plants. Many feature extraction
techniques have been devoted to feature extraction of plant
leaves. Leaf shape [5], [6] is one such feature which has
been used extensively. The shape related features include the
physiological length/width of the leaf, slimness/aspect ratio,
area and perimeter, form factor/roundness, solidity, longest
distance, and curvature [7] etc. For example, Im et al. [8]
identified a maple leaf using its shape feature. However, it
is not clear whether the method can be extended to identify
other type of leaves. Similarly, Wang et al. [9] used a centroid-
contour distance curve to represent the shape of a leaf. How-
ever, the results show that using only shape-based features,
limited accuracies can be achieved.

Another important feature which can be used for plant
identification is the leaf texture [10]. It can be effectively
modelled with the help of a Gabor filter (GF) and a Grey
Level Co-occurrence Matrices (GLCM) [11]. Chaki et al.
[11] combined the shape-based features with texture features
to further enhance the accuracy of plant image recognition
techniques. They modelled the shape of a leaf using curvelet
transform (CT) and moment invariants [12]. Hickey et al. [13]
showed that the leaf venation is also an important feature
which can be used to effectively identify plants [7], [14].
Caglayan et al. [15] used leaf colour as a feature to identify
plants. In particular, they used the mean, standard deviation,
and histograms of the Red, Green, and Blue intensity channels
for plant identification. Zhang and Zhang [16] showed that
combining different physical features of a leaf can improve
the accuracy of leaf (and hence, plant) recognition techniques.
They combined colour, texture, perimeter, and area of a
tobacco leaf for its identification. However, since the method
was only applied on tobacco leaves, its application to other
types of leaves may not be as efficient as shown in their works.
Mzoughi et al. [17] showed that leaf recognition can be made
more effective if domain-specific or botany related knowledge
is also used on top of an analysis using leaf characteristics.

In the context of plant leave recognition task, classification
techniques are mainly based on Artificial Intelligence (AI)
principles. For example, Wu et al. [2] used Artificial Neural
Networks (ANN) for plant identification with the help of its
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morphological features. However, they did not validate their
results using a well-known image database. On the other hand,
Wu et al [18] used Probabilistic Neural Networks (PNN) for
plant image recognition with the help of twelve leaf features.
However, the method requires human intervention, hence, it
is not fully automatic. Similarly, Belhumeur et al. [19] used
Expectation Maximization (EM) as a classification technique.
However, there are large variations between the accuracies
achieved by this method for different datasets. Du et al. [20]
used Move Median Centre (MMC) hyper-sphere classifier in
their plant recognition technique. Caglayan et al [15] observed
that the accuracy of the classification technique depends on the
type of features selected. They tested the performance of four
different classification techniques (i.e., NN, Support Vector
Machine (SVM), Naı̈ve Bayes, and Random Forest (RF)).
They found that when only shape features are used, RF has the
highest accuracy while SVM performs the worst. On the other
hand, when colour features are also used, RF still performs
the best but Naı̈ve Bayes performs worse than SVM. Chaki,
Paresh, and Bhattacharya [11] used two neural classifiers
for plant image recognition: a neuro-fuzzy controller (NFC)
and a feed-forward back-propagation multi-layered perceptron
(MLP). They found that shape-based features are not good
features for MLP and that texture-based features are more
accurate than shape-based features. Hang et al. [21], Simonyan
and Zisserman [22] and Lee et al [23] applied convolutional
neural network (CNN) based approaches for classification for
excellent performance. However, these methods are generally
slow and require a large number of labelled training samples
to achieve high performance. On the other hand, real-time
application requires methods that are both accurate and fast.
One such method was developed by Hu et al. [24]. However,
this method is based on some assumptions which may not
always be true.

Alternatively the clustering technique may be used to iden-
tify plant leaves as groups. The idea in clustering is to partition
a data set into a group of clusters (or subsets) such that
observations within a cluster are more similar to one another
than observations in other clusters [25]. Compared to the
supervised approaches of classification, clustering is generally
unsupervised method which is useful for applications where
there are no or lack of labelled data samples, e.g. k-means
clustering [26]. Alternatively, other distance metrics can be
used. For example, an efficient and popular on-line spherical k-
means clustering algorithm exists for clustering text documents
[27]. The spherical k-means clustering algorithm is more
suitable for data space with high dimensionality. Although
traditional clustering techniques are based on the idea of un-
supervised learning, recently much interest has been shown in
‘semi-supervised’ clustering where outcome variables or some
other preliminary information about the clusters are known.
Hence, clustering methods that can be applied to partially
labelled data with other types of outcome measures are known
as ‘semi-supervised clustering’ methods. Furthermore, in many
applications, there are a small number of labelled data, which
can easily be implemented as semi-supervised clustering by

simply using these to form initial cluster centers. To our
best knowledge, semi-supervised clustering has seldom been
used for the task of plant leave recognition. In this paper, a
novel decision fusion framework is proposed which combines
the texture feature based technique in [11] with the on-line
spherical k-means based semi-supervised clustering technique
in [27]. Additionally a novel decision fusion based on maximal
cosine in spherical k-means algorithm was introduced for leave
type prediction.

The remainder of the paper is organized as follows. In
Section II-A, the proposed decision fusion framework is
introduced based on the on-line spherical clustering objective
for classification decision amongst baseline classifies, which
uses the image texture of plant leaves as features and the on-
line spherical k-means technique [27] for clustering. A pre-
processing step is included in the proposed framework, as a
first step. This step is described in Section II-B. Other two
steps of texture feature modeling techniques are presented
in Section II-C and Section II-D respectively. The proposed
online spherical k-means clustering technique followed by its
use of final decision fusion are introduced in Section II-E. In
Section III, the experimental set up and the obtained results of
the proposed framework are presented. Section IV is devoted
to conclusion.

II. THE PROPOSED PLANT LEAF RECOGNITION METHOD
USING TEXTURE FEATURES AND SEMI-SUPERVISED

SPHERICAL K-MEANS CLUSTERING

A. The Proposed Plant Leaf Recognition Framework

In this section, the proposed plant leaf recognition system is
presented. As shown in Fig. 1(a), the proposed decision fusion
framework is composed of baseline classifiers which has three
main steps: pre-processing, texture modelling, and clustering.
In the first step, an image ‘Image’ is pre-processed. The output
of pre-processing step [11] is the signal ‘gs’ representing
a grey scale signal, which is then used as inputs for the
texture modelling stage. In this stage, there are two steps. In
the first step, the signal ‘gs’ is filtered either using a Gabor
filter or using a Laplacian of Gaussian (LoG) filter. In the
second step, the filtered signal is fed to the Grey Level Co-
occurrence Matrix (GLCM) block [11]. For the Gabor filter,
the filtered signal is a complex signal which contains both
real and imaginary parts. We compared four different types of
image signals that are resultant of (i) the imaginary part of a
Gabor filter [11];(ii) the real part of a Gabor filter; (iii) both the
real and imaginary parts of a Gabor filter and (iv) a Laplacian
of Gaussian (LoG) filter, respectively. The GLCM block [11]
takes these signals as input to produce a set of texture features
‘TF’. The texture features ‘TF’ are then stored in a database.

An Online Spherical k-Means (OSKM) clustering technique
[27] which was originally used in document classification is
then used to cluster these features. Additionally we propose
a new semi-supervised clustering, in which the centroids of
the clusters are initialized using information from a standard
leaves database [28]. Note that clustering based plant leaf
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Fig. 1. The proposed framework for a plant leaf recognition system; (a) construction of four semi-supervised baseline classifiers based on Gabor and LOG
filter; and (b) Decision fusion classification by maximizing cosine objective function of four baseline classifiers. The four baseline classifiers are based on (i)
the imaginary part of a Gabor filter [11];(ii) the real part of a Gabor filter; (iii) both the real and imaginary parts of a Gabor filter and (iv) a Laplacian of
Gaussian (LoG) filter, respectively.

recognition classifier for a larger number of classes is chal-
lenging, so the images belonging to ten different classes within
the dataset were used, which represents a moderate number of
classes. Specifically, the texture features ‘TF ” are generated
in the same way as training samples through pre-processing,
texture modelling stages as described above. The standard
leaves database consists of ten representative leaf images from
each of the ten classes that are used in this work (with more
details in Section III).

As shown in Fig. 1(b), the final decision for predicting any
new image type is based on choosing the one of baseline clas-
sifier by the measure of maximal cosine as used in the OSKM.
In the next four subsections, the pre-processing, texture fea-
tures modelling (in two steps), and clustering techniques used
in the proposed framework are presented in details.

B. Pre-Processing [11]

The pre-processing step is used to make the proposed frame-
work rotation-, translation-, and scale-invariant. For rotation
invariance, the major axis of the grey-scale image is aligned
with the horizontal axis. For translation invariance, the grey-
scale image of the leaf is then fitted within a bounding
rectangle. Finally, for scale invariance, the image is rescaled
to standard dimensions (or slots) as in [11].

C. Texture Modelling Step 1

In this work, we used four different types of image signals
that are resultant of (i) the imaginary part of a Gabor filter
(with parameters setting empirically similar to [11]);(ii) the
real part of a Gabor filter; (iii) both the real and imaginary parts
of a Gabor filter and (iv) a Laplacian of Gaussian (LoG) filter,
respectively. Note that our proposed approach is fundamentally
different from that in [11], and it only requires a single labelled
image per class in training as standard leave images. The Step
1 of the texture modeling is described below.

1) Gabor Filter: The Gabor filter is a linear filter which
has been found to be particularly appropriate for texture
representation and discrimination [29]. A 2-D Gabor filter is
combined with a 2-D Gaussian kernel and a complex sinusoid
function. The modulated 2-D Gaussian function in Gabor

filters is tunable in size to produce scalable kernels. The sinu-
soid function makes Gabor filters have controllable orientation
and frequency. Due to these advantages, Gabor filters are
popularly used to extract texture features in image analysis.
It is believed that Gabor filters resemble the performance of
the mammalian visual cortical cells, in a sense of extracting
features at different orientations and scales. It has shown that
Gabor filters outperform other directional filters in recognition
of blood vessels in retinal fundus images [30]. In automatic
change detection based on SAR images, Gabor filters were
applied effectively to deal with spatial invariance [31]. The
multi-resolution sensitivity of Gabor filters may be helpful for
extracting meaningful features from plant leaves. The Gabor
filter (GF) is used to filter the grey scale pre-processed image.

A Gabor filter ‘hGabor’ is based on the product of a
Gaussian Kernel ‘g’ and a complex sinusoid ‘s’ as

hGabor(x, y, σ, u, τ, φ) = g(x, y, σ)× s(x, y, u, τ, φ) (1)

where the Gaussian Kernel is defined as

g(x, y, σ) =
1

2πσ2
exp{−x

2 + y2

2σ2
} (2)

where σ represents the spread of the Gaussian function in x
and y directions. The complex sinusoid is defined by

s(x, y, u, τ, φ) = exp{j2π(x×u cos τ+y×u sin τ)+φ} (3)

where u represents the spatial frequency, τ represents the
orientation, while φ represents the phase shift. The parameters
of the Gabor filter are experimentally determined as φ = 3π/4,
τ = 0.3 rad, σ = σ1 = 0.65τ , and u = 0.125. The Gabor filter
is used to generate a set of complex signals by convolution of
the grey scale image ‘gs’ with the Gabor filter hGabor as

J = gs⊗ hGabor(x, y, σ1, u, τ, φ) (4)

The complex valued signal J is broken down into its real part
‘rG’ and imaginary part ‘iG’ as:

rG = <(J)
iG = =(J) (5)



In this work only one parameter setting was predetermined as
our baseline classifier. There should be a range of parameters
in Gabor filters which may also work.

2) LoG filter: Alternatively the grey scale pre-processed
image can be filtered by Laplacian of Gaussian (LoG) filter.
The LoG operator calculates the second spatial derivative of
an image, hence the resultant filtered image is modified by
highlighting regions of rapid intensity change and is therefore
often used for edge detection [33] and bob detection [34].

A Laplacian of Gaussian (LoG) filter ‘hLoG’ is defined as:

hGabor(x, y, σ) =
(x2 + y2 − 2σ2)g(x, y, σ)

σ4
∑
x

∑
y g(x, y, σ)

(6)

The LoG filter is used to generate a set of real signals by
convolution of the grey scale image ‘gs’ with the Log filter
hLoG as

rL = gs⊗ hLog(x, y, σ, u, τ, φ) (7)

σ = σ2 = 0.5 was used.

D. Texture Modelling Step 2

A Grey Level Co-occurrence Matrix (GLCM) [10] is then
used as Step 2 to analyze the texture of these images
‘iG’,‘rG’,‘rL’, respectively. GLCM, concerning pairs of pix-
els in certain spatial relations to each other, is second order
statistics to describe image properties [32]. Different from
single pixel statistics, it expresses the relative frequencies
P (i, j|d, θ) with which two pixels having relative polar co-
ordinates (d, θ) appear with intensities i, j. Depending on the
number N of grey levels in the original image, the raw GLCM
is an N by N matrix, which is then condensed to relatively
few features, such as image energy, entropy, etc. to represent
image texture information. For any grey scaled image, based
on the 11 GLCM based feature vector f = [f1, f2, ...f11]

T

with d = 1, and used as the basis for the definition of the
texture feature (TF) per image described below.

1) GLCM with imaginary part of Gabor filter: The filtered
imaginary signal ‘iG’ is used to compute a GLCM with d = 1,
N = 256. The texture feature (TF) for each image is a 44-
element vector by concatenating the 11 features for each of
the four angle values, as and θ ∈ {0◦, 45◦, 90◦, 135◦}, there
are 44 GLCM based features which are generated as

TF (iG) = [(f
(iG)
θ=0◦)

T, (f
(iG)
θ=45◦)

T, (f
(iG)
θ=90◦)

T, (f
(iG)
θ=135◦)

T]T

∈ <44 (8)

This is the same signal used in [11].
2) GLCM with real part of Gabor filter: Similarly, the

filtered real signal ‘rG’ is used to compute a GLCM with
d = 1, N = 256, while θ ∈ {0◦, 45◦, 90◦, 135◦}. The texture
feature (TF) is based on 44 GLCM features from real signal
‘rG’ are

TF (rG) = [(f
(rG)
θ=0◦)

T, (f
(rG)
θ=45◦)

T, (f
(rG)
θ=90◦)

T, (f
(rG)
θ=135◦)

T]T

∈ <44 (9)

which was not used in [11], but is investigated by this work.

3) GLCM with both real and imaginary parts of Gabor
filter: Based on both real and imaginary parts of Gabor filters,
there are 88 GLCM based features which given as

TFG = [(TF (iG))T, (TF (rG))T]T ∈ <88 (10)

used as the texture feature.
4) GLCM with Laplacian of Gaussian filter: Alternatively,

based on the LoG filtered signal from ‘lG’, the texture feature
vector is given by

TF (rL) = [(f
(rL)
θ=0◦)

T, (f
(rL)
θ=45◦)

T, (f
(rL)
θ=90◦)

T, (f
(rL)
θ=135◦)

T]T

∈ <44 (11)

where the same parameters of d = 1, N = 256 are
used to produce 44-element vector by concatenating the 11
features from GLCM features of four angle values of θ ∈
{0◦, 45◦, 90◦, 135◦}.

Based on above texture features, four types of baseline clas-
sifiers are investigated using semi-supervised online spherical
K-means clustering as follows.

E. Semi-supervised Online Spherical K-Means Clustering us-
ing Texture Features

In the proposed framework, each of the baseline classifier
is based on the Online Spherical K-Means (OSKM) algorithm
[27] which incrementally maximise the cosine cost function

L =

n∑
i=1

∑
TFi∈Sk

TFT
i µk

‖TFi‖‖µk‖
(12)

where K is a predetermined number of clusters, and n data
points TFi are partitioned by K clusters Sk, k = 1, ...K
spherically using any of the the texture feature (TF) modeling
schemes as described above. In OSKM [27], for a given data
point TFi, the closest cluster centre µk(TFi) is incrementally
updated as

µ
(new)
k (TFi) =

µk(TFi) + ηTFi
‖µk(TFi) + ηTFi‖

(13)

where η > 0 is a small learning rate. The main advantage
of clustering using cosine cost is that it is more suitable for
data with high dimensionality, and clearly in our application
the number of features is high. It is also advantageous to
make use of the systematic information in the database of
a given labelled data set, referred to as the standards leaves
(one labelled image per class). We simply propose the new
initialization scheme in which the centroids of the clusters are
initialized using the respective texture features (TF) from each
labelled image of standard leaves. The proposed framework is
referred to as the Semi-supervised online spherical k-means
(SOSKM), as shown in Algorithm 1. In this work the learning
rate is set η = 0.05. The algorithm converges quickly. The
number of training epochs Iter is set as 25 as it is found
to be appropriate. To make future prediction for a new leave
image denoted as TFi, (14) is used.

By repetitively applying Algorithm 1 using four baseline
classifiers in Section II-C-II-D can be obtained based on tex-
ture features {TF (iG), TF (rG), TF (G), TF (rL)} respectively.



Algorithm 1 The semi-supervised online spherical k-means
(SOSKM) for leave classification
Require: n unlabeled training images ‘gsn’. Cluster number

K. Learning rate η. A predetermined number of training
epochs Iter.

Require: For each class, a single labeled image from standard
leave database ‘gslabk ’ , k = 1, ...,K.

Ensure: A partition of the data vectors given by the cluster
identity vector Y = {y1, ..., yn}, yn ∈ {1, ...,K}, and K
unit-length clusters {µ1, ...,µK}.

1: Generate n unit-length data vectors TFi, i = 1, ...n, based
on features of ‘gsn’ using a chosen texture modeling
scheme in Section II-C-II-D.

2: Initialization: Initialize the unit-length K cluster centroid
vectors. {µ1, ...,µK} using texture based features from
standard leaves images ‘gslabk ’ using the same texture
modeling scheme.

3: for t = 1, ..., Iter do
4: for i = 1, ..., n do
5: For each data vector TFi, find the closest centroid

yn = argmax
k
{TFT

i µk}, for k = 1, ...K (14)

6: Estimate each centroid as

µyn ←
µyn + ηTFi
‖µyn + ηTFi‖

(15)

7: end for
8: end for
9: Return: Y = {y1, ..., yn}, yn ∈ {1, ...,K} and
{µ1, ...,µK}.

Algorithm 2 presents the proposed decision fusion frame-
work using SOSKM baseline classifiers for new image class
prediction, in which the final leave classification result is
obtained by maximizing the respective cosine cost functions
on competition of L(c), where (c) denotes the classifier type,
and it is expected that the combination of LoG with Gabor
filters is expected to provide complementary features of leave
images for improved classification performance. Note that in
spite of possible differences in the scale of features for various
baseline classifiers, their cosine cost functions are normalized
measures with maximal value of one, so it can easily used for
decision fusion by voting. Similarly this method is general so
that other baseline classifiers may also be used, which will be
our future work.

III. EXPERIMENTAL STUDIES

The experiments were performed using Matlab on a per-
sonal computer with 1.6 GHz Intel Core i5 processor, 8 GB
RAM, and macOS Sierra operating system. The popular Flavia
image dataset [18], [28] was used during the experiments. Note
that from experience the classification performance based on
a small number of classes is better, but plant leaf recognition
classifier for a larger number of classes is more useful and
challenging. In this work images belonging to ten different

Algorithm 2 The proposed decision fusion framework using
SOSKM baseline classifiers for new image class prediction
Require: The clusters from four baseline classifiers, as
{µ(c)

1 , ...,µ
(c)
K }, where c ∈ {(iG), (rG), (G), (rL)}.

Require: Any unlabeled new images (test data) ‘gsnew’.
Ensure: The predicted class label y(com)

new by combining results
from baseline classifier, y(com)

new ∈ {1, ...,K}.
1: For ‘gsnew’, obtain the respective features
{TF (iG), TF (rG), TF (G), TF (rL)}.

2: for c ∈ {(iG), (rG), (G), (rL)} do
3: Find the closest centroid of baseline classifier

y(c)new = argmax
k
{[TF (c)]Tµ

(c)
k }, for k = 1, ...K,

(16)
4: end for
5: Find the classifier c(best) that produce maximum cosine

cost function value

c(best) = argmax
c

[TF (c)]Tµ
(c)
ynew

‖TF (c)]‖‖µ(c)
ynew‖

,

c ∈ {(iG), (rG), (G), (rL)} (17)

where c(best) is the selected classifier, and the correspond-
ing combined class label.

6: Return predicted class label using combination as
y
(com)
new = y

(c(best))
new , y(com)

new ∈ {1, ...,K}, and c(best) ∈
{(iG), (rG), (G), (rL)}.

TABLE I
COMPARATIVE CLASSIFICATION ACCURACIES (MEAN ± STANDARD
DEVIATION) (%) (A) TRAINING DATA SET AND (B) TEST DATA SET.

(A)
Unsupervised Semi-supervised

clustering clustering
GLCM with Imaginary 90.3± 2.7 93.5± 2.4
part of Gabor filter
GLCM with Real 90.7± 2.8 92.2± 2.5
part of Gabor filter
GLCM with both real 90.0± 3.7 93.5± 3.2
and imaginary parts of Gabor filter
GLCM with 91.8± 2.5 93.0± 2.2
LoG filter
The proposed decision 93.5± 3.0 94.5± 2.4
fusion scheme

(B)
Unsupervised Semi-supervised

clustering clustering
GLCM with Imaginary 90.2± 2.4 92.0± 1.0
part of Gabor filter
GLCM with Real 90.5± 3.7 92.3± 2.1
part of Gabor filter
GLCM with both real 89.7± 1.9 92.3± 4.1
and imaginary parts of Gabor filter
GLCM with 90.5± 4.1 92.2± 3.1
LoG filter
The proposed decision 92.5± 2.1 93.7± 2.0
fusion scheme

classes within the dataset were used, which is a moderate
number of classes. The problem of clustering based classi-



TABLE II
CONFUSION MATRICES BASED ON GLCM WITH IMAGINARY PART OF
GABOR FILTER FOR TEST DATA SET (BASELINE 1); THE RESULTS ARE

GIVEN IN PERCENTAGE % (MEAN (STD)). (A) UNSUPERVISED
CLUSTERING AND (B) SEMISUPERVISED CLUSTERING.

(A)
Actual Predicted Class
Class 1 2 3 4 5 6 7 8 9 10

1 93.3 0 0 0 0 0 0 0 6.67 0
(8.6) (8.6)

2 0 86.7 5.0 0 1.67 5.0 0 0 0 1.67
(17.2) (8.05) (5.27) (8.05) (5.27)

3 0 1.67 95.0 0 0 0 3.33 0 0 0
(5.27) (8.05) (7.03)

4 0 6.67 0 83.3 0 10 0 0 0 0
(8.6) (0.0) (8.6)

5 0 0 0 0 100 0 0 0 0 0
(0)

6 0 16.67 0 0 0 71.67 0 5 6.67 0
(0.0) (8.05) (8.05) (8.61)

7 0 0 0 0 0 0 100 0 0 0
(0)

8 0 0 1.67 10 5 0 0 83.3 0 0
(5.27) (8.6) (8.05) (0)

9 0 0 0 0 3.33 0 0 0 96.67 0
(7.02) (7.02)

10 0 0 0 0 0 0 1.67 0 0 98.3
(5.27) (5.27)

(B)
Actual Predicted Class
Class 1 2 3 4 5 6 7 8 9 10

1 100 0 0 0 0 0 0 0 0 0
(0)

2 0 90 0 0 0 3.33 0 0 6.67
(8.6) (7.03) (8.6)

3 0 0 96.67 0 3.33 0 0 0 0 0
(7.03) (7.03)

4 0 13.33 0 81.67 1.67 0 0 0 3.33 0
(7.03) (12.30) (5.27) (7.03)

5 0 0 0 0 96.67 0 3.33 0 0 0
(7.03) (7.03 )

6 0 0 0 0 0 83.33 0 16.67 0 0
(0) (0)

7 0 0 0 11.67 0 0 88.33 0 0 0
(8.05) (8.05)

8 0 0 0 0 5 0 0 95 0 0
(8.05) (8.05)

9 0 0 0 13.33 0 0 0 0 86.67 0
(7.03) (7.03)

10 0 0 0 0 0 0 0 0 0 100
(0)

fication for a larger number of classes will be our future
work. Note that these known class labels are neither used
in the training of baseline classifiers nor the decision fusion,
but only for the test of the proposed approaches. In terms
of the content of the images, most of the images are based
on plant species found in East Asia. We will validate the
proposed semi-supervised algorithms, in which the features of
standard leave images are used for initialization, by comparing
unsupervised clustering based on random initialisation for each
of the baseline classifiers. Specifically for each of these ten
classes, eleven images are used plus one standard leave image
in experiments. The training data set is composed of the one
standard leave image and five randomly selected images per
class, and the remaining six images are used as testing data
set to test the generalization performance. The process was
repeated to obtain ten realisations of training/test data sets.
The four baseline classifiers are trained using the Algorithm1
over the training data sets to obtain the classification results
for both training data set and corresponding test data set, these
are then averaged over the ten random realisations. Similarly
the classification results via decision fusion are obtained and

TABLE III
CONFUSION MATRICES BASED ON GLCM WITH REAL PART OF GABOR
FILTER FOR TEST DATA SET (BASELINE 2); THE RESULTS ARE GIVEN IN

PERCENTAGE % (MEAN (STD)). (A) UNSUPERVISED CLUSTERING AND (B)
SEMISUPERVISED CLUSTERING.

(A)
Actual Predicted Class
Class 1 2 3 4 5 6 7 8 9 10

1 91.67 0 0 0 5 0 0 3.33 0 0
(14.16) (8.05) (7.03)

2 0 96.67 0 0 0 3.33 0 0 0 0
(7.03) (7.03)

3 0 0 98.33 0 0 1.67 0 0 0 0
(5.27) (5.27)

4 0 0 0 93.33 0 0 0 6.67 0 0
(8.61) (8.61)

5 0 0 13.33 0 86.67 0 0 0 0 0
(7.03) (7.03)

6 0 1.67 0 0 0 98.33 0 0 0 0
(5.27) (5.27)

7 0 0 11.67 0 3.33 0 85 0 0 0
(8.05) (7.03) (5.27)

8 0 0 8.33 0 0 6.67 0 85 0 0
(8.78) (8.61) (5.27)

9 0 0 1.67 0 0 0 0 0 98.33 0
(5.27) (5.27)

10 0 0 0 0 0 0 0 0 0 100
(0)

(B)
Actual Predicted Class
Class 1 2 3 4 5 6 7 8 9 10

1 100 0 0 0 0 0 0 0 0 0
(0)

2 0 88.33 0 5 0 5 0 1.67 0 0
(15.81) (8.05) (8.05) (5.27)

3 0 0 86.67 0 0 11.67 0 0 0 1.67
(7.03) (8.05) (5.27)

4 0 0 0 85 13.33 1.67 0 0 0 0
(5.27) (7.03) (5.27)

5 0 0 0 0 93.33 0 0 6.67 0 0
(8.61) (8.61)

6 0 1.67 11.67 0 0 86.67 0 0 0 0
(5.27) (8.05) (7.02)

7 0 0 0 0 3.33 0 96.67 0 0 0
(7.03) (7.03)

8 0 0 0 0 8.33 0 0 91.67 0 0
(8.78) (8.78)

9 0 0 5 0 0 0 0 0 95 0
(8.05) (8.05)

10 0 0 0 0 0 0 0 0 0 100
(0)

averaged over the ten random realisations. The performance of
the proposed model combination classifier using max-cosine
value amongst the baseline classifiers is validated for both
unsupervised and semi-supervised schemes.

The results of the proposed leave image recognition frame-
work are summarised in Table I. Since the four baseline
classifiers have comparable performances, this shows that the
real part of Gabor, or both real and imaginary, and LoG
can also be used as discriminative features for plant leave
classification as proposed in [11], but it is interesting to note
that by using both real and imaginary features may not produce
a superior baseline classifier.

For Table I it can be clearly seen that the proposed semi-
supervised clustering approaches consistently outperform the
unsupervised clustering due to the use of the one labelled
image for each baseline classifier. Furthermore the idea of
combining baseline learning using max-cosine value can sig-
nificantly improves both training and test performance for
unsupervised methods, and further improvement over the semi-
supervised methods. The high classification performance has
shown that it is promising to develop unsupervised methods for



TABLE IV
CONFUSION MATRICES BASED ON GLCM WITH BOTH REAL AND

IMAGINARY PARTS OF GABOR FILTER FOR TEST DATA SET (BASELINE 3).
THE RESULTS ARE GIVEN IN PERCENTAGE % (MEAN (STD)); (A)

UNSUPERVISED CLUSTERING AND (B)SEMISUPERVISED CLUSTERING.

(A)
Actual Predicted Class
Class 1 2 3 4 5 6 7 8 9 10

1 95 0 0 0 0 0 5 0 0 0
(8.05) (8.05)

2 0 95 0 0 0 3.33 0 0 1.67 0
(8.05) (7.03) (5.27)

3 0 0 88.33 6.67 0 1.67 1.67 1.67 0 0
(8.05) (8.61) (5.27) (5.27) (5.27)

4 0 0 13.33 83.33 0 3.33 0 0 0 0
(7.03) (0) (7.03)

5 0 3.33 0 0 96.67 0 0 0 0 0
(7.02) (7.02)

6 0 8.33 0 0 0 80 1.67 0 10 0
(8.78) (15.32) (5.27) (8.61)

7 0 0 0 8.33 0 0 91.67 0 0 0
(8.78) (8.78)

8 0 3.33 18.3 0 0 0 0 78.33 0 0
(7.03) (5.27) (8.05)

9 0 0 3.33 0 1.67 5 0 0 90 0
(7.03) (5.27) (8.05) (11.65)

10 0 0 0 0 0 0 0 0 0 100
(0)

(B)
Actual Predicted Class
Class 1 2 3 4 5 6 7 8 9 10

1 88.33 0 3.33 0 8.33 0 0 0 0 0
(11.24) (7.03) (8.78)

2 0 98.33 0 0 1.67 0 0 0 0 0
(5.27) (5.27)

3 0 0 95 0 1.67 1.67 0 0 0 1.67
(8.05) (5.27) (5.27) (5.27)

4 0 6.67 0 90 1.67 0 1.67 0 0 0
(8.61) (8.61) (5.27) (5.27)

5 0 0 0 0 96.67 3.33 0 0 0 0
(7.03) (7.03)

6 0 3.33 1.67 0 0 80 15 0 0 0
(7.03) (5.27) (10.54) (5.27)

7 0 0 1.67 1.67 1.67 0 95 0 0 0
(5.27) (5.27) (5.27) (8.05)

8 0 0 1.67 0 10 0 0 88.33 0 0
(5.27) (8.61) (8.05)

9 0 0 0 10 0 0 0 0 90 0
(8.61) (8.61)

10 0 0 0 0 0 0 0 0 0 100
(0)

identifying leave images. The confusion matrices are presented
in Table II- Table V for the test data sets, which provide
more detailed information on the performance for each class.
It can be seen that the classification performance are not
balanced, indicating the data dependent nature of the clustering
algorithm since there is no clear classification boundary which
could be adjusted as in a supervised model. This imbalance
is actually understandable as it indicates that the clusters of
these images in feature space are not uniformly distributed,
and there is no reason they should be. The average of the
classification rates of all classes is consistent with results in
Table I, with Table V(b) as the best.

IV. CONCLUSIONS

In this paper, we have introduced a novel decision fusion
framework by combining semi-supervised clustering classifiers
and image features analysis. Automatic plant leave recognition
using digital images and unsupervised machine learning tech-
niques is an important task since leave datasets are largely
unlabelled, limiting the use of supervised machine learning
techniques. In this work, based on comparative studies and
evaluation based on real leave data sets, we demonstrate

TABLE V
CONFUSION MATRICES BASED ON GLCM WITH LAPLACIAN OF

GAUSSIAN FILTER FOR TEST DATA SET (BASELINE 4); THE RESULTS ARE
GIVEN IN PERCENTAGE % ( MEAN (STD)); (A) UNSUPERVISED

CLUSTERING AND (B)SEMISUPERVISED CLUSTERING.

(A)
Actual Predicted Class
Class 1 2 3 4 5 6 7 8 9 10

1 100 0 0 0 0 0 0 0 0 0
(0)

2 0 98.33 0 0 0 1.67 0 0 0 0
(5.27) (5.27)

3 0 0 76.67 0 11.67 11.67 0 0 0 0
(16.1) (8.05) (8.05)

4 0 0 0 95 0 0 5 0 0 0
(8.05) (8.05)

5 0 0 0 0 90 10 0 0 0 0
(8.61) (8.61)

6 0 6.67 0 0 0 91.67 0 1.67 0 0
(8.61) (11.79) (5.27)

7 0 0 10 0 11.67 0 75 3.33 0 0
(8.61) (8.05) (16.19) (7.03)

8 0 0 0 0 11.67 6.67 0 81.67 0 0
(8.05) (8.61) (14.59)

9 0 1.67 3.33 0 0 0 0 0 95 0
(5.27) (7.03) (8.05)

10 0 0 0 0 0 0 1.67 0 0 100
(0)

(B)
Actual Predicted Class
Class 1 2 3 4 5 6 7 8 9 10

1 100 0 0 0 0 0 0 0 0 0
(0)

2 0 95 0 0 0 3.33 0 0 1.67 0
(11.25) (7.03) (5.27)

3 0 0 85 0 5 10 0 0 0 0
(14.59) (8.05) (8.61)

4 0 0 0 93.33 0 0 0 6.67 0 0
(8.61) (8.61)

5 0 0 0 0 88.33 3.33 8.33 0 0 0
(13.72) (7.03) (8.78)

6 0 0 0 0 0 93.33 0 6.67 0 0
(8.61) (8.61)

7 0 0 0 0 1.67 0 98.33 0 0 0
(5.27) (5.27)

8 0 11.67 5 0 0 0 0 83.33 0 0
(8.05) (8.05) (13.61)

9 0 6.67 10 0 0 0 0 0 83.33 0
0 (8.61) (8.61) (15.71)

10 0 0 0 0 0 0 0 0 0 100
(0)

that semi-supervised clustering approaches are well suited for
automatic leave type recognition using texture-based features
including Gabor and Laplacian of Gaussian filters as inputs of
classifiers, assisted by a minimum number of labelled leaves.
Initially the proposed framework builds the baseline classi-
fiers in which a number of texture-based features including
Gabor and Laplacian of Gaussian filters are applied followed
by the Grey Level Co-occurrence Matrix to generate leave
image features. Then an on-line spherical k-means clustering
technique, guided by a minimum number of labelled leaves, is
used. The final decision of classification is produced based on
the classifier which produces the max-cosine value amongst
the baseline classifiers. Human and animal learning is largely
unsupervised since people discover the structure of the world
by observing it, not by being told the name of every object.
Our future works will investigate other unsupervised schemes
with appropriate computer vision features and other decision
fusion mechanism for more accurate automatic leave type
recognition.



TABLE VI
CONFUSION MATRICES BASED ON THE PROPOSED ALGORITHM 2 FOR
TEST DATA SET; THE RESULTS ARE GIVEN IN PERCENTAGE % (MEAN
(STD)).(A) UNSUPERVISED CLUSTERING AND (B) SEMISUPERVISED

CLUSTERING.

(A)
Actual Predicted Class
Class 1 2 3 4 5 6 7 8 9 10

1 100 0 0 0 0 0 0 0 0 0
(0)

2 0 93.33 0 5 0 1.67 0 0 0 0
(8.61) (8.05) (5.27)

3 0 0 93.33 0 0 6.67 0 0 0 0
(8.6) (8.61)

4 0 0 0 98.33 0 1.67 0 0 0 0
(5.27) (5.27)

5 0 0 1.67 0 96.67 0 1.67 0 0 0
(5.27) (7.03) (5.27)

6 0 0 0 1.67 0 90 0 8.33 0 0
(5.27) (8.6) (8.78)

7 0 0 1.67 0 16.67 0 81.67 0 0 0
(5.27) (0) (5.27)

8 0 5 0 5 0 0 0 90 0 0
(8.05) (8.05) (8.61)

9 0 0 6.67 0 0 10 0 0 83.33 0
(8.61) (8.61) (7.87)

10 0 0 0 0 0 0 0 0 0 100
(0)

(B)
Actual Predicted Class
Class 1 2 3 4 5 6 7 8 9 10

1 91.67 0 0 0 5 0 0 0 3.33 0
(14.1) (8.05) (7.03)

2 0 96.67 0 0 0 3.33 0 0 0 0
(7.03) (7.03)

3 0 0 98.33 0 0 1.67 0 0 0 0
(5.27 ) (5.27)

4 0 0 0 93.33 0 0 0 6.67 0 0
(8.61) (8.61)

5 0 0 13.33 0 86.67 0 0 0 0 0
(7.03) (7.03)

6 0 1.67 0 0 0 98.33 0 0 0 0
(5.27) (5.27)

7 0 0 1.67 0 16.67 0 85 0 0 0
(8.05) (7.03) (5.27)

8 0 0 8.33 0 0 6.67 0 85 0 0
(8.78) (8.60) (5.27)

9 0 0 1.67 0 0 0 0 0 98.33 0
(5.27) (5.27)

10 0 0 0 0 0 0 0 0 0 100
(0)
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