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Abstract—In this paper, we propose a new model to solve the
problem of text generation, which is based on the concept of
seqGAN, combines self-attention with modeling localness, and
introduces the penalty-based objective function. This model has
much better performance than the original model. In the original
model, the generator's ability of the text feature extraction is
insufficient. We introduce self-attention with modeling localness,
which greatly enhances its ability to capture long distance and
shortrange dependencies. In addition, we use the penalty-based
objective function instead of the loss function of the original
model to solve the problem of mode collapse. Experimental
results demonstrate that our model consistently outperforms
several state-of-the-art text generation methods in the quality of
generated texts.
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I. INTRODUCTION

Text generation is an essential task in natural language
processing. It has a wealth of practical applications, such as
image subtitles, intelligent question answering, and machine
translation. The application of generative adversarial networks
(GAN) [Goodfellow et al. 2014] in text generation attracts
much attention. Sequence generative adversarial nets (seqGAN) [Yu et al. 2017], which introduces the reinforcement
learning algorithm, is a successful attempt.

Although seqGAN overcomes the limitation of GAN on
discrete data adversarial training, using LSTM as a generator
still has the problem of insufficient ability to extract text
features. At the same time, solving the mode collapse caused
by seqGAN's loss function is also a very challenging task.

In RNNs [Gehring et al. 2017], the encoder attempts to
store sentence information of any arbitrary length into a fixed-
size hidden vector, which may not be fully relevant to the
target task, especially when the original sequence is long or
very information-rich. To solve the problem above, the
attention mechanism is proposed, which can capture useful
context information and provide it to the decoder. We
introduce self-attention in seqGAN to further achieve better
text feature extraction.

In addition, one of the major drawbacks of GAN is the
problem of "mode collapse", and it has been empirically
proven that GAN prefers to generate samples around only a
few modes whilst ignoring other modes [Theis et al. 2016]. So,
there is a lack of diversity in generated texts. We replace
seqGAN's loss function with a penalty-based objective
function [Wang and Wan 2019], which aims to minimize the
overall penalty rather than maximize the reward. Experiments
show that this more reasonable measure forces the generator to
generate more diverse text.

In this paper, we propose a novel Penalty-based Enhanced
Sequence Generative Adversarial Network (PB-ESGAN)
architecture. We use the encoder and decoder with self-
attention to replace the generator of seqGAN, so that the
decoder can make more effective use of context information,
so as to improve the ability of text feature extraction. In
addition, we optimize the loss function so that it minimizes the
penalty as a training target to improve the mode collapse
problem and diversify the text generation content. Experiments
are performed on two datasets, and the results demonstrate the
efficacy and superiority of our proposed model.

The major contributions of this paper are summarized as
follows:

- We introduce a self-attention model with modeling
  localness and propose a novel framework PB-ESGAN,
  which can effectively generate generic and high-
  quality text content.
- We add a new penalty-based objective to solve the
  problem of mode collapse in seqGAN and make the
  generated text more diverse.
- Extensive experiments are performed on datasets, and
  the results prove that our model is better than other
  optimal models.

The rest of our paper is structured as follows: Section II
discusses some background knowledge and related works,
Section III gives a detailed description of our model. Section
IV analyzed experiment results, Section V summarizes this
work and the future direction.
II. BACKGROUND AND RELATED WORK

The original text generation uses the standard recurrent neural network language model [Mikolov et al. 2011]. It predicts each word of a sentence conditioned on the previous word and an evolving hidden state. However, when used for text generation, RNN based models trained by the maximum likelihood approach always suffer from exposure bias [Bengio et al. 2015]. Also, sentence level performance evaluation is not applicable to word level loss functions. There are some researches which use generative adversarial network (GAN) to solve the problems.

A. Generative Adversarial Networks

Generative Adversarial Nets are a recent novel class of deep generative models that have received widespread attention in recent years. Its great success in computer vision [Denton et al. 2015; Isola et al. 2016; Salimans et al. 2016] also proves that it is a promising model.

The GAN framework establishes two distinct players, a generator G and discriminator D, and poses the two in an adversarial game. The discriminator model D(x) computes the probability that a point x in data space is a sample from the data distribution (positive samples) that we are trying to model, rather than a sample from our generative model (negative samples). Concurrently, the generator uses a function G(z) that maps samples z from the prior p(z) to the data space. G(z) is trained to maximally confuse the discriminator into believing that samples it generates come from the data distribution. The generator is trained by leveraging the gradient of D(x), and using that to modify its parameters. The solution to this game can be expressed as following:

$$\min_G \max_D V(D,G) = \mathbb{E}_{x \sim p_{data}}[\log D(x)] + \mathbb{E}_{z \sim p_z}[\log(1-D(G(z)))]$$  \hspace{1cm} (1)

where G and D are generative model and discriminative model respectively, $p_{data}(x)$ is the distribution of data x and $p_z$ is the randomly assigned noise distribution.

The generator G and the discriminator D can be trained in two stages: (a) Train the discriminator to distinguish the true samples from the fake samples generated by the generator. (b) Train the generator so as to fool the discriminator with its generated samples. From a game theory point of view, the convergence of a GAN is reached when the generator and the discriminator reach a Nash equilibrium.

Although significant results have been achieved in many fields, GAN is considered to be difficult to apply on NLP, since the update of GAN based on continuous space, but languages are discrete. Some works attempt to solve this problem, including Gumbel-softmax distribution [Kusner and Hern’andez-Lobato 2016], Professor Forcing [Lamb et al. 2016] and so on. However, it is more common to tackle this problem with a strategic gradient of reinforcement learning. One of the classic models is seqGAN.

The generator of seqGAN adopts the LSTM model, which limits the parallelism of the algorithm. Transformer [Vaswani et al. 2017] based on self-attention can improve this.

B. Self-Attention Model

Attention is a mechanism of attention, which can be described as normalizing both the query and key in vector, and calculating the output as a weighted synthesis of values. Recent evidence suggests that it performs well on a variety of tasks, such as machine translation and text categorization.

The Transformer model is based on self-attention. The encoder of Transformer is composed of a stack of six identical layers. Each layer consists of a multi-head self-attention and a simple position-wise fully connected feed-forward network. The decoder is also composed of a stack of six identical layers. In addition to the two sub-layers in each encoder layer, the decoder inserts a third sub-layer, which performs multi-head attention over the output of the encoder stack.

Formally, given an input sequence $x = \{x_1, \cdots, x_t\}$, each hidden state in the $l$-th layer is constructed by attending to the states in the $(l-1)$-th layer. Specifically, the $(l-1)$-th layer $H^{l-1} \in \mathbb{R}^{t \times d}$ is first transformed into the queries $(Q \in \mathbb{R}^{t \times d})$, the keys $(K \in \mathbb{R}^{t \times d})$, and the values $(V \in \mathbb{R}^{t \times d})$ with three separate weight matrices.

The $l$-th layer is calculated as:

$$H^l = ATT(Q,K)V$$  \hspace{1cm} (2)

where ATT(·) is a dot-product attention model, defined as:

$$ATT(Q,K) = softmax(energy)$$  \hspace{1cm} (3)

$$energy = \frac{QK^T}{\sqrt{d}}$$  \hspace{1cm} (4)

where $\sqrt{d}$ is the scaling factor with d being the dimensionality of layer states.

The Transformer can be trained significantly faster than architectures based on recurrent or convolutional layers since it allows for significantly more parallelization. The output of the Transformer uses a weighted averaging operation, which fully considers all signals, but also disperses the distribution of attention, thereby overlooking the relation of neighboring signals.

In our model, we pushed GAN on NLP further based on previous works. The concept of seqGAN is used in our model to overcome the problem of parameter updating caused by discrete vectors. At the same time, through the localized modeling of the text, the Transformer is optimized to enhance the ability of capturing short-range dependencies [Yang et al. 2019]. For the task of text generation, we develop a novel PB-ESGAN. It can improve the feature extraction and text diversification, and obtain better results in two datasets.
III. THE APPROACH

In this section, we describe the architecture of the proposed penalty-based enhanced sequence generative adversarial net (referred to as PB-ESGAN) in detail.

A. Model Overview

Fig. 1 describes the complete architecture of the model. The whole framework can be divided into two adversarial learning objectives: generator learning and discriminator learning. The generator is based on the real dataset sentences and aims to generate sentences that are indistinguishable from the original dataset. Specifically, its purpose is to minimize the overall penalty. The discriminator $D$, conditioned on the real dataset sentences, tries to distinguish the machine-generated sentences from real sentences. $D$ can be viewed as a dynamic objective since it is updated synchronously with $G$.

B. Generator Learning

The sentence generation process is viewed as a sequence of actions that are taken according to a policy regulated by the generator. The generator defines the policy and generates the target sentences based on the source sentences. In the PB-ESGAN model, we use the encoder and decoder with self-attention as a generator and introduce localness modeling as a gaussian bias.

The original self-attention model has the advantage of capturing long-distance dependencies by directly paying attention to all input elements. But this process is completed by weighted average operation, which will cause it to ignore the relationship of neighboring signals. The relationship of neighboring signals usually corresponds to the concept of phrases, which plays an important role in text generation. The ability to learn local contexts can be enhanced by modeling localness for self-attention.

The modeling localness is designed as a learnable gaussian bias $G$, which can be expressed as follows, where $P_i$ represent predicted central position and $D_i$ represent the window size:

$$G_{ij} = \frac{(j - P_i)^2}{2\sigma_i^2}, \quad \sigma_i = \frac{D_i}{2}$$

$$\left[ \frac{P_i}{D_i} \right] = I \cdot \text{sigmoid} \left( \frac{P_i}{z_i} \right)$$

The prediction of each central position depends on its corresponding query vector:

$$P_i = U_T^T \cdot \text{tanh}(W_P Q)$$

Finally, the gaussian bias is applied to modify the original attention distribution, so that the locally strengthened weight distribution is:

$$\text{ATT}(Q, K) = \text{softmax}(\text{energy} + G)$$

The enhanced self-attention model, while maintaining the strength of the original model to capture long-distance dependencies, enhances its ability to capture short-range dependencies.

C. Discriminator Learning

Deep discriminative models such as convolutional neural network (CNN) [Kim 2014] and recurrent convolutional neural network (RCNN) [Lai et al. 2015] have shown high performance in complicated sequence classification tasks. In this paper, we use the concept of seqGAN and choose CNN as our discriminator to classify the entire sequence rather than the unfinished one.

Given the original dataset text sequence $x_1, x_2, \cdots, x_T$, and the target generating text sequence $y_1, y_2, \cdots, y_T$, we build the source matrix and target matrix respectively as:

$$X_{1:T} = x_1; x_2; \cdots; x_T$$

and:

$$Y_{1:T} = y_1; y_2; \cdots; y_T$$

where $x_i, y_i \in R^k$ is the k-dimensional word embedding and the semicolon is the concatenation operator. For the source matrix $X_{1:T}$, a kernel $\omega_i \in R^{MK}$ applies a convolutional operation to a window size of $l$ words to produce a series of feature maps:
\[ c_y = \rho(\omega_j \otimes X_{j\times l+1} + b) \]  

where \( \otimes \) operator is the summation of elementwise production and \( b \) is a bias term. \( \rho \) is a nonlinear activation function which is implemented as ReLu in this paper. To get the final feature with respect to kernel \( \omega_j \), a max-over-time pooling operation is leveraged over the feature maps:

\[ \hat{c}_j = \max\{c_{ji}, \ldots, c_{jT-l+1}\} \]  

We use various numbers of kernels with different window sizes to extract different features, which are then concatenated to form the original dataset sentence representation \( c_x \). Identically, the generated sentence representation \( c_y \) can be extracted from the target matrix \( Y_{lT} \). Finally, given the original dataset sentence, the probability that the generated sentence is being real can be computed as:

\[ p = \sigma(V[c_x, c_y]) \]  

where \( V \) is the transform matrix which transforms the concatenation of \( c_x \) and \( c_y \) into a 2-dimension embedding and \( \sigma \) is the logistic function.

**D. The Penalty-Based Objective**

We force the generator to generate diversified examples by changing the loss function, rather than just generate repetitive and "safe" samples, so as to avoid the problem of mode collapse and help improve the diversity and quality of generated texts. We use the concept of the objective function in SentiGAN and compare the generator's objective function of GAN, SeqGAN and SentiGAN as follows:

\[ J_G(X) = \begin{cases} 
E_{X \sim \mathcal{D}[\rho(\hat{D}(X; \phi))] & \text{GAN} \\
E_{X \sim \mathcal{D}[\rho(G(X; \theta))] & \text{SeqGAN} \\
E_{X \sim \mathcal{D}[G(X; \theta)]} & \text{Our Model} 
\end{cases} \]  

There are two main improvements in the objective function. First, our penalty-based objective function can be viewed as a measure of the Wasserstein distance [Arjovsky et al. 2017] and can provide a meaningful gradient, while the other two loss functions cannot. Second, we use loss rather than reward. Our penalty-based loss function equation \( G(X | S; \theta_g) \mathcal{V}(X) \) can be viewed as adding \( G(X | S; \theta_g) \) to the reward-based loss function \( -G(X | S; \theta_g) \mathcal{D}(X; \theta) \), so it can generate more diversified examples rather than repeating "good" samples.

**IV. EXPERIMENTS**

In this section, we firstly describe the experiment data from two datasets (product descriptions and movie reviews). We evaluated the text generation performance of PB-ESGAN and compared it with the results of several state-of-the-art text generation methods.

**A. Datasets and Preprocessing**

For text generation, we chose two different datasets: the product description dataset in the Alibaba Cloud and the movie review dataset from Douban. The corpus of the product description dataset is collected from Alibaba, China's largest e-commerce website, and includes the product title and product description. The other corpus used is reviews collected form the largest Chinese movie review website www.douban.com. The preprocessing steps of the two datasets are the same. The Chinese sentences were segmented by the word segmentation toolkit Jieba. To speed up the training procedure, when conducting experiments on the model, we randomly selected 100000 records in each corpus as datasets.

**B. Model Parameters and Evaluation**

For the generator, we set the dimension of word embedding as 512, dropout rate as 0.1 and the head number as 8, following the Transformer. The encoder and decoder both have a stack of 6 layers. We use beam search with a beam size of 4 and length penalty =0.6. All models are implemented in Pytorch.

We use BLEU score as an evaluation metric to measure the similarity degree between the generated texts and the human-created texts. BLEU is originally designed to automatically judge the machine translation quality [Papineni et al. 2002]. The key point is to compare the similarity between the results created by machine and the references provided by human.

In addition to BLEU-3 and BLEU-4, we also use self-BLEU, a metric to evaluate the diversity of the generated data. Since BLEU aims to assess how similar two sentences are, it can also be used to evaluate how one sentence resembles the rest in a generated collection. Regarding one sentence as hypothesis and the others as reference, we can calculate BLEU score for every generated sentence, and define the average BLEU score to be the self-BLEU value of the document. We use self-BLEU-3 as the self-BLEU value.

A higher self-BLEU score implies less diversity of the document, and more serious mode collapse of the GAN model.

**C. Experimental Results**

In this section, we will give the experimental results of our proposed model and previous state-of-the-art methods on product description dataset and movie review dataset.

We compared our proposed PB-ESGAN model with several current models, including the main comparison with the original seqGAN model. Our model is not only better than the seqGAN model, but also shows better text generation performance compared to some seqGAN optimization models. We use BLEU-3, BLEU-4 and self-BLEU to measure the similarity between the machine-generated text and the artificially generated text from various aspects.

Table 1 gives the results of the four models on the product description dataset and the results on the movie review dataset.
are shown in Table II. These results indicate that the proposed PB-ESGAN consistently outperforms the baselines and it shows better text generation performance than the naive seqGAN and the model guided only by the penalty-based objective.

**D. Results Analysis**

With the full use of text information and the introduction of the self-attention with localness modeling and the penalty-based objective function, our model shows good performance on various datasets. As shown in Fig. 2, compared with the original seqGAN model, our model is significantly improved in product description dataset, and achieves improvement up to +4.9 BLEU-3 points. Compared with enhanced seqGAN, which introduces Transformer with modeling localness, our method still achieves +1.8 BLEU-3 points improvement. In movie review dataset, the PB-ESGAN leads to more significant improvement, +6.6 BLEU-3 points compared to the original model, which is shown in Fig. 3.

Besides, the self-BLEU score has decreased significantly, this means that the diversity of the documents generated by our model is more abundant, and the problem of mode collapse has also been solved. This shows that our proposed model can be applied to text generation with better performance.

Experiments on different datasets show that the Transformer significantly improves the ability to extract text features, and the self-attention with localness modeling is better than Transformer. Compared to the naive seqGAN, which is trained with the original loss function, PB-ESGAN utilizes the penalty-based objective function to guide the generator to generate sentences with higher BLEU points. Actually, the PB-ESGAN incorporates the advantages of the above two approaches to generate higher-quality text.

At the same time, due to the self-attention model and the penalty-based objective function added to our model, the speed will be reduced during training, so the hyperparameter setting of the neural network and the optimization of the model will be the focus of our subsequent work.

**V. CONCLUSION AND FUTURE WORK**

In this work, to unlock the potential of GAN in NLP, we proposed a novel Penalty-based Enhanced Sequence
Generative Adversarial Network model. PB-ESGAN combines self-attention with localness modeling and modifies the objective function to be based on the minimum penalty. To verify the effectiveness of our approach, we compare four models on two datasets. These text generation tasks show that our approach consistently achieves significant improvements. We will further scale up the model to flexible types of text, and explore more interesting and useful applications.
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