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Abstract—Generative adversarial networks (GANs) have re-
cently shown high success in applications such as image and time-
series classification. However, those applications are vulnerable
to complex hacking scenarios, for example, inference and data
poisoning attacks, which would alter or infer sensitive informa-
tion about systems and users. Protecting Electroencephalographic
(EEG) brain signals against illegal disclosure has a great interest
these days. In this paper, we propose a privacy-preserving GAN
method to generate and classify EEG data effectively. Generating
EEG data offers a range of capabilities, including sharing
experimental data without infringing user privacy, improving
machine learning models for brain-computer interface tasks and
restore corrupted data. The proposed GAN model is trained
under a differential privacy model to enhance the data privacy
level by limiting queries of data from artificial trials that could
identify the real participants from their EEG signals. The
performance of the proposed method was evaluated using a motor
imagery classification task, where real EEG data are augmented
with artificially generated samples for training machine learning
classifiers. The evaluation was performed on a benchmark EEG
data set for nine subjects. The experimental outcomes revealed
that the non-private version of the proposed approach could
produce high-quality data that significantly improve the motor
imagery classification performance. The private version showed
lower but comparable performance to the standard models
trained on real data only.

I. INTRODUCTION

Brain-Computer Interfaces (BCIs) have experienced tremen-
dous growth in various applications, including medicine, ed-
ucation, sports, fitness, and personalised marketing. By BCIs
we mean systems that can interpret brain signal patterns and
translate them into commands to control external systems
such as a mouse cursor or a prosthetic limb.application.
BCI applications have also been employed with the Internet
of Things (IoT), especially systems of healthcare, to offer
automated services to participants [1].

Large volumes of data are often required for training and
testing effective machine / deep learning methods in different
domains among which BCI applications [2]. Nevertheless,
collecting high-quality EEG data from subjects (especially
patients and elders) is difficult for various reasons including
long calibration time, high subject and session variability, and
corrupted data due to several experimental factors [3], [4]. In
addition to the data collection challenges, sharing these data
poses security risks. Providing illegal access to brain signals
(i.e., EEG) or their derived patterns can significantly impair
usersâ privacy. This could happen by hacking applications

using cyber-attacks such as inference attacks to illegally alter
or steal sensitive information about applications and their
users. For example, brain spyware was used to infer users’
pins, credit card information, and users’ location [5]. Creating
synthetic data is a potential solution to address these limita-
tions. Generative deep learning approaches have been used to
produce realistic data samples that conform to the distribution
of real data sets in different domains. For these reasons, there
is a need for generating synthetic EEG data that retain the
structure and semantics of the real data while preserving the
privacy of individuals.

Several studies have used Generative Adversarial Networks
(GANs) to create synthetic data in different domains for
different purposes including the performance improvement
of machine/deep learning models. For example, GANs were
used to generate individual participant data in biomedical and
healthcare systems [6], [7]. Nonetheless, several linkages and
membership inference attacks on biomedical data using ma-
chine learning models showed the capability to re-identifying
users [8], [9], [10]. In the literature, a few studies have applied
GANs to EEG data. In [11], GAN was applied to EEG signals,
recorded while looking at images, to regenerate the shown
images. The GANs outperformed Variational Auto-Encoders
(VAE) models despite the low quality of the generated images.
In [12], a GAN model was used to improve the spatial resolu-
tion of EEG signals. The approach showed promising results
compared to baseline models . In [13], a GAN model was also
utilised to explore the similarities between the original EEG
and their modified version that was learned by convolutional
neural networks. In [14], the authors employed several GAN
architectures for generating synthetic EEG samples. While
using GANs for EEG is a new research direction, existing
studies indicate that it is a promising method for resolving real-
world EEG challenges. Nonetheless, protecting the sensitive
EEG data against illegal disclosure should be considered while
building GAN architectures, as we suggest in this study.

To enhance the data privacy of EEG, a privacy-preserving
technique should be applied. Privacy preservation is the pro-
cess of altering, transforming, or concealing sensitive informa-
tion of original data collections to prevent them from unautho-
rised access [15]. Differential privacy [16], as a popular type of
privacy preservation, can be denoted as mathematical models
used for protecting original data against common privacy
attacks, for example, membership inference, homogeneity and
data poisoning attacks. Differential privacy guarantees that
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generated data does not heavily depend on a single study
participant. It makes the generation of new plausible indi-
vidual data while disclosing almost nothing about any study
participant [17]. GANs consist mainly of two components:
generator; and discriminator components. The discriminator
is the only component that has access to real and private
data while the generator only receives feedback on the real
data through the discriminator’s output. Therefore, a GAN
model that preserves privacy can be developed by training the
discriminator component under a differential privacy scheme.

In this study, we propose a privacy-preserving GAN ap-
proach to generate synthetic EEG brain signals that look
realistic enough yet does not reveal sensitive characteristics of
the original data. Data privacy is achieved by limiting the max-
imum influence of any single user during the model training
and then adding well-designed noise to the model gradients.
The proposed approach is evaluated using a benchmark EEG
data set for nine subjects.

The remainder of this paper is structured as follows: Section
II describes the background and previous studies. The pro-
posed method is explained in Section III. Section IV discusses
the experimental design of the study, and this is followed
by explaining the results in Section V. Finally, section VI
summarises the study and suggests future directions to further
this work.

II. BACKGROUND

A. Generative Adversarial Networks (GANs)

Several deep learning including GAN methods have been
explored for feature extraction and classification of EEG data,
readers are referred to [18] for a comprehensive review of
those approaches. In this section, an overview of the GAN
method is presented.

GAN was initially proposed by Goodfellow et al. [19] in
their seminal work as an alternative generative approach using
adversarial self-play for artificial data generation. Since its
invention, GANs have attracted the attention of researchers and
shown success as a generative model in several applications
[20], [21].

GANs consist of two different neural networks: the genera-
tor (G) and the discriminator (D). The idea is based on game
theory, whereby two players play to beat each other. In GANs,
G is responsible for generating artificial instances, and D is
responsible for determining which instance is real and which
is artificial. The goal for G is to deceive the discriminator
in such a way that the discriminator can no longer precisely
differentiate between the actual and the generated samples.
This adversarial optimisation problem can be formulated as
stated in Equation 1,

min
G

max
D

F (D,G) = EXr‘pr [log (D (xr))] +

EXg ‘pg [log (1−D (xg))]
(1)

such that g, d, xr and xg are G parameters, D parameters,
real samples, and generated samples, respectively. D (x) is
the probability of x that belongs to the real or the generated
data distributions. The artificial sample xg is generated by G
network from a stochastic noise input z:

xg = G (z) (2)

The two networks D and G are trained simultaneously to
optimise the performance of D in assigning true labels to
both the real and generated samples log (D (x)), and minimise
log (1−D (xg)).

B. Differential Privacy

Dwork introduced the concept of ε-Differential privacy in
his seminal work in 2006 [16]. The basic idea for differential
privacy is that any statistical query running on a database
should not be heavily dependent on the data of a particular per-
son. Therefore the goal of differential privacy is to offer each
person a level of privacy that would result from the removal
of their data from a database. A mathematical definition was
introduced for the privacy loss associated with any disclosure
of data from the data set collected for statistical purposes under
the guarantee of confidentiality.

To explain the principle of differential privacy, suppose we
have a given data set D, let D̄ refer to the data set varying
from D by at most one record. Let Range (A ) be the output
range of the random algorithm A . The formal definition of
ε-Differential privacy is explained as follows:

a) Definition 1: A random algorithm A is ε-
differentially private if for a given data set D, any D̄, and
any subset of outputs S ⊆ Range (A ), the following holds:

Pr [A (D) ∈ S] ≤ eεPr
[
A

(
D̄
)
∈ S

]
(3)

where ε is a privacy budget parameter set by the user to
control the privacy level of the algorithm. Smaller privacy
budget ε implies greater privacy but less accuracy, implying a
trade-off between data utility and privacy. The privacy budget
is therefore inversely proportional to the accuracy (i.e., data
utility) of the result of the query.

Several studies in the literature have investigated the appli-
cation of differential privacy in deep learning. For example,
Phan et al. [22] proposed an adaptive privacy mechanism that
can be applied to different deep learning architectures. Abadi
et al. [23] applied differentially private stochastic gradient
descent (DP-SGD) approach to impose a privacy guarantee
during the deep learning training procedure.

III. PROPOSED PRIVACY-PRESERVING ADVERSARIAL
NETWORK MODEL

In this section, we introduce the proposed privacy preserving
generative adversarial network for EEG.

A. GAN Architecture

The overall architecture of the proposed privacy-preserving
adversarial network method for EEG brain signals, is shown
in Figure 1. The G network of the proposed GAN consists
of one up-sampling and two convolution layers that involves a
Tanh activation function and Adam optimiser used respectively
for the activation and optimisation. Table I summarises the
generator network architecture.
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Figure 1: Overview of the proposed privacy-preserving adversarial network method .

Table I: Generator architecture.

Layer Activation Output shape

Latent vector - 100 x 1

Dense LReLU 256 x 1

Dense LReLU 512 x 1

Dense LReLU 1024 x 1

Dense tanh 5625 x 1

Reshape - 1875 x 3

Table II: Discriminator architecture.

Layer Activation Output shape

Temporal convolution Linear 8 x 1875 x 32 x 3

Spatial convolution ReLU 1 x 8 x 1875 x 32 x 3

Max Pool2D - 1 x 8 x 1875 x 8 x 3

Point-wise convolution - 8 x 32 x 3

Fully connected Sigmoid 2

The D network is the GAN component that has access to
private data and guides the learning process of the generator
through its back-propagation feedback. Therefore, the GAN
performance heavily depends on the performance of the dis-
criminator component.

In this study, we employed a convolutional neural network
for the discriminator component D that learns spatio-temporal
patterns in the underlying data for better classification per-
formance. The convolutional neural network consists of four
blocks of processing where each block consists of a number of
neural network layers. The first three blocks are used mainly
to learn spatio-temporal features from the raw EEG data while
the forth block is a traditional fully-connected network used
for final data classification. The detailed architecture of each
block is as follows:

a) Block 1: A number P of convolutions (kernels) with
kernel size (1, S) is applied on raw input data in the first
block to learn power spectral density (PSD) features for each

EEG channel at different band-pass frequencies, where S is
set to half of the sampling rate of the data and the number
of convolutions is set as P = 8. The outcome from these
convolutions is a number of power spectral features corre-
sponding to different frequency bands for each channel used.
This corresponds to a number of feature maps that depicts
the brain activity at different locations. Batch normalisation
[24] is then applied on the resulting data from the convolution
process.

b) Block 2: In the second block, spatial patterns are
learned for each spectral feature learned in the first block
using depth-wise convolution layers [25] followed by batch
normalisation. Rectified linear unit (RELU) activation function
is then used to add non-linearity to the output of this block
followed by a max-pooling layer which is used to reduce the
dimensionality of the outputs.

c) Block 3: Separable convolution is applied in the third
block to find the best combinations from the spectral and
spatial features learned in the previous blocks. Batch normal-
isation is applied to the outcome of the separable convolution
followed by a RELU activation function and max-pooling
layer.

d) Block 4: The final block of the discriminator is a fully
connected classification neural network that use the learned
features in the first three blocks to classify EEG trials. Table
II summarises the discriminator network architecture.

B. EEG Privacy Preservation

We employed a differentially private stochastic gradient
descent (DP-SGD) approach to impose privacy guarantee
during the deep learning training procedure. The basic idea
of this approach is to limit the influence of each individual
training example on the gradient computations so that the
statistical distribution of specific individual can not be learned
by the neural network model. Standard optimisation proce-
dures in deep learning use gradients of the underlying loss
function to iteratively update the model parameters. DP-SGD
works by modifying the gradients used in stochastic gradient
descent (SGD) which are used to update the parameters of the
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Table III: Privacy parameters.

Parameter Description

Number of micro-batches The number of small batches used to perform the clipping. This is used to avoid slow processing when
clipping gradients on a per sample basis. By splitting each mini-batch into multiple micro-batches
computations can be batched and paralleled. Increasing the number of micro-batches improves the
accuracy but slows down training in terms of computational time.

L2 norm clip The upper bound on the Euclidean norm of each individual gradient computed on individual training
samples. It is used to limit the sensitivity of the optimiser to individual training samples.

Noise multiplier This controls the amount of noise added to the gradients. More noise results in better privacy but lower
utility and vice versa.

discriminator network. First, the sensitivity of each gradient
is bounded by clipping its computed value on each training
sample at each training iteration using a predefined maximum
value. Then noise is added to the clipped gradients before
computing the parameter updates. The noise is drawn from a
Gaussian distribution with a mean 0 and standard deviation
proportional to the gradient clip size. Gradient clipping and
additive noise statistically make it impossible to compare the
SGD updates incorporated in the training with or without a
particular data sample to determine whether that sample was
included in the training data.

Three privacy specific parameters need to be tuned accord-
ing to the given data set. Table III summarises these parameter.

Two measures are used to estimate the quality of the
differential privacy resulting from DP-SGD process: privacy
budget ε and privacy guarantee δ. ε measures the strength
of the privacy guarantee achieved. It gives an upper bound
on the probability that the output of a particular model can
vary by including or excluding a single training sample. δ
bounds the probability that a privacy guarantee does not hold.
Traditionally, it is set to be less than the inverse of the size of
the training data.

IV. EXPERIMENTAL DESIGN

A. Data set and Preprocessing

The EEG data used in this paper is the Graz data set A
(Graz A 2008) [26] for EEG Motor movement/imagery events.
The EEG data were recorded from nine healthy subjects
performing four different motor imagery tasks (left hand, right
hand, foot, tongue). Two sessions of recording were conducted
for each subject on different days (the training session and the
evaluation session). Each session includes six runs separated
by short breaks, where each run is composed of 12 trials per
motor imagery task. Therefore, there are 48 trials per run and
288 trials in total per session. Twenty-two Ag/AgCl electrodes
were used, and the signals were recorded with a sampling
frequency of 250 Hz and bandpass filtered between 0.5 Hz and
100 Hz, and a notch filter at 50 Hz was applied to suppress
line noise.

In our experiments, we used recording during the first
session for two events only (left hand, and right hand) and
three EEG channels (C3, Cz, and C4). These channels have
been shown in several studies to capture brain patterns for
recognising imaginary movement states [27]. Trials that were
marked as bad trials by the original authors were also elimi-
nated from the data set. Thus, the final data of each participant

is of shape 136∗3∗1875. The data set was normalised to zero
mean and unit variance.

B. Experimental Setup

We trained two GANs using the training set to evaluate
differential privacy during the generation of artificial EEG
data: a non private GAN (referred to as NP-GAN throughout
the remainder of this paper) and a private GAN (referred to
as PP-GAN throughout the remainder of this paper) trained
under differential privacy.

V. RESULTS AND DISCUSSIONS

Figure 2 and Figure 3 show the generator and the discrim-
inator losses over 1000 epochs for the nine participants in
NP-GAN and PP-GAN respectively. Results for all subjects
have shown similar patterns where the generator loss gradually
decreases while the discriminator loss increases until they
reach equilibrium (both losses are very close to each other)
after approximately 300 epochs in non-private case and 600
epochs in the private case.

A. Sensitivity Analysis of the Noise Multiplier

In this section, we analyse the impact of varying levels
of noise multiplier on the GAN performance in terms of
quality of the generated data and preserving privacy through
the estimation of the privacy budget. To achieve this aim, we
trained four different classifiers to distinguish left from right
hand movement (2 classes). These classifiers were namely
support vector machine (SVM), random forest (RF), linear
discriminant analysis (LDA), and logistic regression (LR).
Two different sources of data were used for each classifier:
real EEG data, and real data augmented by artificial samples
generated by the private model (PP-GAN). We use the classifi-
cation accuracy for each classifier to estimate the quality of the
generated data in response to varying noise multiplier. Figure
4 shows the estimate of the privacy budget ε in blue calculated
at δ = 10−3 which is set to be less than the inverse of the
number of training data. Figure 4 also shows the classification
accuracy in red using augmented training with ar = 100
artificial samples for varying noise multiplier in the range
(0, 2). The number of artificial samples ar was set manually
after experimenting with varying number of samples in the
range of [50, 200]. 100 samples was shown to provide the
best performance. Therefore, we kept the number of artificial
samples in all experiments to ar = 100. The choice of the
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Figure 2: Non-private network loss.

random noise multiplier range (0, 2) was recommended in
recent GAN studies [19], [22]. The standard models trained on
only real data classifier provide the best baseline classification
accuracy. Classifier trained on augmented data with different
noise multiplier values achieved worse but comparable accu-
racy than the baseline due to the added noise as expected. It
is observable that setting the noise multiplier to 1.4 or higher
causes significant deterioration in classification performance
for three classifiers (SVM, RF, and LDA) while for LR the
noise multiplier was 1.2.

B. Classification Performance Using Augmented Data

We conducted another experiment to analyse the impact of
increasing the ratio of artificial to real data on classification
performance. To do this, we trained the four classifiers (SVM,
RF, LDA, and LR) to distinguish hand movement on three dif-
ferent sources of data: real EEG data, real data augmented by
artificial data generated by the non-private model (NP-GAN),
and real data augmented by artificial data generated by the

private model (PP-GAN). In this case, results of non-private
model provide an approximate upper bound for expected
performance when using augmented training. Classification
performance using these classifiers is reported over 10 runs
where in each run only real data is split into train/test subsets.
For augmented models, training data is augmented by artificial
samples. To measure the effect of the ratio of artificial data
to real data on classification performance we created four
augmented training data sets, with 50, 100, 150, and 200
artificial samples respectively. We trained the four classifiers
on each of the four augmented data sets in addition to original
data set and recorded each model’s classification accuracy on
the test set. Privacy parameters were set as follows: noise
multiplier was set to 1.2, and δ = 10−3.

Table IV summarises the classification performance (aver-
age accuracy and standard deviations) for the standard models
trained on real data only, models trained on a combination of
real data and NP-GAN generated trials. As the results show,
augmenting training data with up to 150 artificially generated
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Figure 3: Privacy-preserving network loss.

Table IV: Classification performance for models using NP-GAN .

Real data 50 trial augmentation 100 trial augmentation 150 trial augmentation 200 trial augmentation

SVM 73.13 ± 2.3 74.17 ± 7.1 77.9 ± 1.8 78.87 ± 3.7 71.03 ± 3.3

RF 74.08 ± 1.9 74.10 ± 4.3 76.1 ± 0.8 77.51 ± 1.4 69.51 ± 4.1

LDA 69.74 ± 2.7 71.46 ± 5.2 74.14 ± 1.4 76.13 ± 2.1 70.25 ± 3.9

LR 65.83 ± 2.1 67.14 ± 4.5 74.94 ± 2.5 75.37 ± 3.5 66.19 ± 3.7

Table V: Classification performance for models using PP-GAN with ε = 0.01 .

Real data 50 trial augmentation 100 trial augmentation 150 trial augmentation 200 trial augmentation

SVM 73.13 ± 2.3 72.08 ± 5.3 72.10 ± 3.5 70.71 ± 4.1 69.14 ± 4.9

RF 74.08 ± 1.9 74.44 ± 2.6 74.73 ± 4.9 71.14 ± 3.1 70.87 ± 5.0

LDA 69.74 ± 2.7 69.55 ± 3.1 69.22 ± 2.9 68.56 ± 4.7 62.33 ± 4.5

LR 65.83 ± 2.1 66.01 ± 5.2 63.17 ± 3.6 62.15 ± 4.4 59.19 ± 7.1
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(a) SVM (b) RF

(c) LDA (d) LR

Figure 4: Classification performance and privacy budgets ε with varying noise multiplier between 0 to 2. ε is calculated at
δ = 10−3.

data increased classification accuracy for all three classifiers
tested in this experiment. It is observable that augmenting
training data with 200 artificial samples performs the worst
among the augmentation models. We hypothesise that the
addition of too many artificial samples produce noise to the
models since the quality of the samples generated by GAN is
not optimal. To determine whether the difference between each
augmented model (50, 100 and 150 samples) and the baseline
model is statistically significant, we applied a pairwise t-test
with 95% confidence. The null hypothesis is that there is no
significant difference between an augmented model and the
baseline model. The statistical results indicated that the null
hypothesis was rejected for models with 100, and 150 artificial
samples while it was accepted for the augmented models with
50 samples. These results suggest that each augmented model
with 100, and 150 artificial samples significantly outperformed
their baseline models (trained with real data only) respectively.
The results suggest that the ratio of artificial to real data can
be tuned to improve the classification performance of different
classifiers.

Table V summarises the classification performance (average
accuracy and standard deviations) for the standard models
trained on real data only, models trained on a combination of
real data and PP-GAN generated trials. Classifier trained on
augmented data set achieves worse but comparable accuracy
than the baseline due to the additive noise. Adding more
artificial samples deteriorates the performance of all four
classifiers used in the experiment.

VI. CONCLUSIONS AND FUTURE WORK

This paper has introduced a privacy preserving generative
adversarial neural network for producing artificial EEG brain
signal in BCI applications. The proposed approach addresses
data leakage by adding noise sampled from a Gaussian
distribution to the gradients of the discriminator network
during the parameter update process. Based on the results
obtained from the experiment on nine subjects, the proposed
approach was able to generate artificial EEG data that possess
similar patterns to the real EEG samples. We evaluated the
proposed approach in a data augmentation scenario where
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machine learning models were trained on real EEG data
augmented with artificial samples generated by the proposed
approach in both non-private and private modes. The results
showed that the non-private mode produced realistic samples
that significantly improved the classification perform acne of
four classifiers. Data generated by the private version of the
approach produces lower but comparable performance due to
the added noise. Sensitivity analysis of the noise multiplier
parameter showed that a noise multiplier between 1.2 and 1.4
can achieve a good trade-off between data quality and data
privacy.

The results reported in this study were restricted to subject-
wise and within session contexts. In the future, it is worth
investigating an inter-subject analysis which has potential
applications for transfer learning. In addition, investigating pri-
vacy preserving data generation that depicts session variability
is of great importance, particularly in security applications.
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