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Abstract—We present a methodology to use Twitter posts to
create a parallel corpus which can be used to train Seq2Seq
neural networks for a tone rephrasing task. Given that people
tend to post texts expressing opinions or emotions of varied
intensities regarding given real-world events, the main idea
is to create corpus containing pairs of posts with opposite
tone but about the same topic. By doing so we overcome the
main limitation of current tone rephrasing methods: the lack
of appropriate parallel training corpora. We explore different
methods to create the datasets, including some which require
some level of manual labelling. The results show that a completely
automatic generation from Twitter data yields training datasets
which are better than those with manual interventions, and good
enough for Seq2Seq models to outperform non-Seq2Seq models
trained with similar data.

Index Terms—Seq2seq, corpora, rephrasing, social media

I. INTRODUCTION

In this paper, we explore the use of Twitter data to gen-
erate parallel corpora to be used in the training of Seg2Seq
models [1], [2], focusing on the task of tone rephrasing. Tone
rephrasing can be defined as converting a text presenting a
tone 77 to another tone 79, while keeping the meaning of the
text. For instance, tone rephrasing can be the conversion of a
text that presents a negative sentiment to another text that will
present a positive sentiment, while the underlying meaning of
the text will remain unchanged.

Our interest on tone rephrasing is, first and foremost,
because it is not a simple task for Seq2Seq systems, since the
algorithm has to strike a fine balance between changing some
words, re-structuring part of the sentence, but at the same time
keeping the basic meaning intact. In addition, we also see an
increasing number of applications which need “fine tuning” of
verbal tone, ranging from social media filters to conversational
agents. Although there is a lot of work on detecting negative
and hate speech in social media, most of it seems to be
directed at removing those posts. If good rephrasing systems
were available, social media conversation could be toned down
(perhaps even to make it appropriate for younger audiences)
without the risks of full censorship of ideas.

Over recent years, Seq2Seq neural networks have drawn
significant attention in language-to-language translation prob-
lems [1], [2]. Rephrasing tasks can also potentially benefit
from such type of approach, although currently this faces
limitations because of the lack of sufficiently large datasets.
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Other approaches [3]-[5] based on algorithms which learn on
non-parallel datasets (e.g., Sez2Set) usually lack of a more fine-
grained parallel comparison of examples, and tend to fail in
generating more complex rephrasings, since they are likely to
produce mostly vocabulary alterations.

Social media platforms have been used as datasets in a vari-
ety of domains such as sentiment analysis classification tasks.
On Twitter, for instance, people tend to react with different
emotions to real-world events, and to express themselves by
means of a corresponding tone [6], [7]. For example, during
a presidential election, some people may post text supporting
some of the candidates, while other people may write posts
against him/her, sometimes violently. Given that users can
express quite different emotions regarding the same topic, by
means of changes in the tone, we decided to explore whether,
by processing Twitter data with appropriate tools, one could
generate corpora which might be used to train Seq2Seq models
for tone rephrasing, and whether the accuracy of Seq2Seq
using such corpora would surpass that of Set2Set approaches.

In summary, in this paper, we describe and test an approach
for building parallel corpora from Twitter posts. The method
takes as input a set of individual posts (tweets) and presents
as outputs a corpus containing pairs of posts, where each pair
contains two posts with opposite tones. We here focus on
rephrasing from a positive to negative tone and the other way
around. However, if tone classifiers which can deal with other
classes of tones are available, our approach can be extended
to other types of tone conversions.

In the proposed corpora building method, we take advantage
of the time window of controversial topics, semantic similar-
ity methods, and tone classification tools such as sentiment
analysis. More specifically, given a post from a selected
controversial topic, we build a cluster of texts based on finding
other posts with similar content, given a pre-defined time
window. Once that cluster is built, tone classification is applied
on each post, and then by pairing each post of a cluster with
other from the the opposite tone we generate a set of pairs
which can be used to train Seq2Seq systems. Further post-
filtering can be applied to those pairs, in order to eliminate
those that present too different structures. By scaling up this
processing to a collection of topics, a large corpus can be built.

By means of experiments comparing different implementa-
tions of the aforementioned methodology, we argue in this pa-



per that the proposed approach is promising since the Seq2Seq
models we created have been able to beat both a proposed
baseline and a state-of-the-art Set2Set method in numerous
metrics. In addition, we also show that by making use of
publicly-available tone classification tools, the methodology is
scalable to larger sets of social media data for building even
larger training corpora.

II. RELATED WORK

Several methods have been proposed for converting a text
to another. In recent years, great progress has been made with
deep learning for tasks such as translation [2] and paraphrasing
[1]. While in translation a text needs to be converted from one
language to another, in paraphrasing, the text needs to be re-
written to another one, with different words and grammatical
structure. In both cases, though, both the meaning and the
tone (tone, mode, style, and sentiment are terms which possess
similar meaning, but we use simply tone hereafter) should be
kept the same, since there is no intention in changing that from
the input.

There are many applications which can benefit if text
changes its meaning or tone but preserving the basic semantics.
Converting from one tone to another has different applications
and interest in approaches for carrying out such task has
emerged in the recent years [3]-[5]. Some work has been done
in this area, for instance in the conversion of offensive lan-
guage to non-offensive [5], and the generation of customizable
affective text [3].

In conversational systems, it is widely accepted that people
recognize and assign emotions to computers [8]. In many
contexts, it is desirable to change the way information is given
to users to match the users’ emotional state. For example,
[9] found, in an experiment using driving simulators, that if
there is a mismatch between the mood of the driver (induced
artificially before the experiment) and the emotions expressed
by the voice of the car assistant, not only likeness of the car
assistant system decreases, but the number of accidents double.
Similarly, adaptive dialog systems may be improved if there
is technology which converts a neutral version of an utterance
into a more thankful, apologetic, or assertive version.

In general, people have a remarkable preference towards
interacting with and evaluating positively people who are
similar to them [10], and the same is true when interacting with
computers [8], [9]. Although, it is relatively simple to create
different versions of a text with specific expressive emotional
traits, this is often a time-consuming task which also can not be
used for real-time data. We see thus, an increasing demand for
automatic tone rephrasing systems such as the ones discussed
in this paper.

Differently from translation and paraphrasing, tone rephras-
ing suffers from the lack of parallel corpora (that is, different
versions of the same text rephrased in different tones) to
train end-to-end deep learning methods. As a consequence,
both corpora and approaches proposed for the task have been
generally non-parallel [3]-[5].

Therefore, creating better corpora for tone rephrasing is key
for further progress in this area. We believe that both the
research community and industry can benefit from approaches
which can improve the process of creating corpora for style
transfer. Such approaches can be focused not only on generat-
ing more precise training sets, either parallel or non-parallel,
but also on scaling up to the larger portfolio of tones needed
in commercial applications.

TABLE I
STATISTICS OF THE TWITTER DATA
Number of matches 6
Total number of tweets 1,772,999
Total number of RTs 471,987
Average tweet length (chars) 100.6
Average tweet length (words) 15.20

III. TWITTER DATA

We use Twitter social data publicly shared during the FIFA
2018 World Cup as the source for the dataset used in this work.
Sports datasets are in general rich in terms of the high level
of emotions and opinions, since the fans’ posts and Twitter
are often a back-channel reflecting their reactions to a live
broadcast [6].

We collected tweets using keyword related to the event
such as the names of the players, a set of soccer-related
words (e.g., “penalty”, “kick”, “goal”), the names of the
countries involved in each match, and the official hashtags
of the tournament (e.g., #WorldCup2018 #fifaworldcup2018),
using the sampling method provided by the Twitter Streaming
API. For each match, the collection period lasted three hours,
starting half an hour before the beginning of the game. For
this work, we use data from 6 matches: Brazil vs. Costa
Rica, Denmark vs. Australia, England vs. Tunisia, France vs.
Uruguay, South Korea vs. Germany, and Russia vs. Egypt.
All the matches summed up 1.8 million tweets (including up
to 470 thousand retweets). We chose those games because
they presented some of the most controversial events of the
tournament [11]. Greater detail about the collected data is
presented in Table 1.

Figure 1 shows the sentiment polarity distribution for Brazil
vs. Costa Rica match. Notice that even being a match with
many controversial moments, almost 45% of tweets were
classified as neutral while the remaining tweets are distributed
over negative and positive polarity values.

IV. CORPORA BUILDING METHOD

Our proposed methodology consists of several processing
stages applied to a corpus of social media posts, which, in the
end, result in a corpus of pairs of texts which can be used
to train and evaluate Seq2Seq machine learning models for
tone rephrasing. Figure 2 illustrates the main stages of our
approach.

As a first step, we collect data from Twitter (as described in
the previous section) using keywords to query the Streaming
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Fig. 2. Proposed Methodology for Corpus Creation

API for a large event, in our case, soccer matches. After
collecting all data, we select the most posted tweets (e.g.,
retweets) of a match and then perform a search for texts
with similar semantic content to create clusters of posts. That
search is based on semantic similarity computation, for which
we make use of a word embedding similarity, with word
embeddings built from a combination of Wikipedia and Twitter
posts. The goal of this step is to build clusters of posts with
share similar content, i.e. the same topic, to those of the keys
ones (e.g., most popular). Before computing similarity, though,
the texts are pre-processed by means of normalization steps
such as removal of stop-word and converting entity names,
such as country and player name, to a single special token
defined as ENTITY.

Once the clusters have been computed, the next step lies
in assigning a tone class or a tone score to each post in the
cluster. In this work we apply sentiment analysis by means of
the SentiStrength tool [12]. SentiStrength is a well-established
method which implements a combination of learning methods
to assess the sentiment strength of the opinion in social media
posts. Given a piece of text, the tool returns a score between
-4 (negative polarity) and +4 (positive polarity). We performed
an evaluation of the quality of the classification provided by
the tool in our datasets and we found a precision and recall
of about 91% which makes it suitable for the purposes of this
paper.

Once the tone of each sentence has been computed, we
perform the Cartesian product of the sets of posts with opposite
sentiments (e.g., positive and negative) within each cluster
(i.e., posts with similar semantic content), and generate the

first corpus with pairs of posts, which we denote as the CP
corpus.

On the CP corpus, we apply different filtering methods
which although produce smaller corpora, create cleaner train-
ing sets. In other words, we narrow down the resulting corpus
to contain only more similar pairs of text. We consider two
different filtering approaches. The first one consists of keeping
only the most similar pairs by considering the cosine similarity
distance between the bag-of-word vectors built on each pair
of posts. Given that the word embedding-based similarity
focuses more in semantic similarity, the bag of words-based
similarity puts more weight on lexical comparisons and thus
complements the other method. In addition, we consider a
second type of filtering based on Jaccard similarity distance.

V. CORPORA BUILDING METHOD VALIDATION

In this section, we present a validation of the proposed
methods, considering both the Seq2Seq model and a baseline
method. The idea is to evaluate which methods perform best to
create corpora of pairs of texts, and also to understand whether
the Seq2Seq model is promising for tone rephrasing or not
compared with the baseline.

As we saw, there are different strategies to create a corpus
depending on how the initial set of clusters of posts (cartesian
product pairs) is filtered. In this paper we consider the follow-
ing six different methods of creating a parallel corpus from
a set of Twitter posts, including some cases where manual
filtering was also used:

o CP SentiStrg: generated using the cartesian product of

posts from the same cluster but with opposite sentiments,
computed only with the SentiStrength tool;



TABLE II
NUMBER OF PAIRS AND AVERAGE SENTIMENT IN EACH DATASET
COMPUTED FROM THE SOCCER GAMES.

Dataset Pairs | ST S~ AS
CP SentiStrg 54,004 1.35 | -1.66 | 3.01
CP SentiStrg fltr 1,593 1.29 | -1.69 | 2.98
CP revised 58,040 | 0.81 -1.16 1.97
CP manual fltr 28,454 | 0.73 | -1.18 1.91
Fltr Similarity 1,335 | 049 | -1.17 1.66
Fltr Jaccard 409 | 0.63 | -0.82 | 1.45

o CP SentiStrg flitr: generated by filterin the set of pairs
from CP SentiStrg with a second pass of similarity, using
bag-of-words and cosine distance;

e CP revised: similar to CP SentiStrg, but in this case
the sentiment labels of posts in the clusters are manually
inspected and corrected if there was some inconsistency,
prior to generate the corpus;

o CP manual fitr: similar to CP revised, but with a second
pass of manual inspection to remove inconsistent pairs of
posts (for instance, pairs of text with the same sentiment);

« Filtered Similarity: similar to CP SentiStrg fltr, but with
a second pass of similarity filtering is applied to CP
revised,

« Filtered Jaccard: similar to Filtered Similarity, but with
the second similarity filter applied on CP revised being
the Jaccard similarity.

All methods had as input four clusters of posts, with a total
of 3,666 posts and an average of 916 post per cluster. From
those, a total of 1,239 were recognized by the SentiStrength
tool with positive sentiment, 717 negative, and the remaining
ones neutral. It is worth mentioning that those sentiment
ratings were used for both CP SentiStrg and CP SentiStrg
filtr. For the other datasets, the ratings were also manually
corrected, resulting in 1,484 positive and 704 negative poste.

In Table II we present a summary of each of the evaluation
datasets, containing the number of pairs generated, the average
positive and negative sentiment, denoted ST and S, and the
difference between ST and S—, denoted AS. Note that, the
largest the value of AS, the more opposite are the average
sentiment in the set. That said, we observe that the set with
largest AS is CP SentiStrg, but its corresponding filtered
version, i.e. CP SentiStrg fltr, has also a similar range of
sentiment. The manual filtering yielded a decrease in AS of
about one third, which was further reduced by the additional
filtering used in the last 4 datasets.

A. Evaluation Metrics

We use four evaluation metrics to assess the quality of
the generated sentences considering the different aspects and
challenges of the rephrasing task as discussed before. The
metrics are:

Novelty (NvIt): we want to assess how different the generated
sentence is from the input sentence, i.e., how much of the input
has been actually rephrased. Based on the metric described in

Wang et al. [13], we computed the novelty of each generated
sentence using the Jaccard distance ¢ as:

Nolt(Gy) =1 — ¢(Gi, I),

where G; is the generated sentence and I; is the sentence used
as input.

Content Preservation (Prvt): we use the content preserva-
tion metric proposed by Fu et al. [14] which evaluates the
similarity between the training sentences and the generated
sentences. It is defined extracting features from word embed-
dings between sentences from the training set and sentences
in the test set'.

BLEU score: we used the BLEU score to assess the similarity
between ground-truth candidate sentences and the generated
sentence [15]. It is a score between 0 and 1 which is computed
counting matching n-grams in the candidate sentence to n-
grams in the generated sentence?.

Sentiment Conversion Metrics: given that it might not
be trivial to generate ground-truth data and evaluate text
conversion approaches in this particular application using
standard metrics, we defined a metrics which evaluates the
text conversion capability. Given the input sentiment .S;,,, the
expected sentiment S.;,, and the generated sentiment Sgep,
the sentiment conversion ratio AS,.q;, is computed as:

AS
A ratio — e 1 )
S, t ASewp x 100
where ASgen = Sgen — Sin and ASeyp = Sezp — Sirn are the

change in tone produced by the algorithm, and the change in
tone expected to be achieved, respectively. Notice that .S;, =
ST and S.;, = S~ if we are converting from positive to
negative tone, and the opposite when rephrasing from negative
to positive.

With AS,.qi0 We expect to be able to measure how close
to the expected sentiment a given method has been able to
get. In that case, values close to 100 means that the generated
sentiment is very close to the expectation. Also, other values
can indicate some exaggeration in the conversion, i.e. for
values greater than 100, or even the incapacity to do any
conversion with negative values.

B. The Baseline and Seq2Seq Models

For the evalution of the six different methods to generate
the training corpora, two different methods are considered:
a Seq2Seq neural network and a standar rule-based baseline
tone rephrasing system we implemented. The baseline method
consisted of replacing each adjective respectively found in
every sentence of the test set by one of its antonyms ran-
domly selected from a valid set. For this, we employed the
intersection of all antonyms found for each adjective using
the WordNet synsets®, and all words of the training set are

'We use the https:/github.com/fuzhenxin/textstyletransferdata implementa-
tion.

2We use the function sentence bleu from the NTLK Python package.

3We used the WordNet synsets from NLTK Python package.



TABLE III
RESULTS WITH THE BASELINE, WHERE IN BOLD WE HIGHLIGHT THE BEST RESULTS, AND UNDERLINED WE HIGHLIGHT CASES WHERE THE
TRANSFORMATION EXCEEDED THE EXPECTED SENTIMENT.

Positive to negative (Baseline)

Dataset Sin Sezp  ASezp | Sgen  ASgen  ASratio | Nvlit  Prvt  BLEU
CP SentiStrg 1.35 -1.66 -3.01 0.83 -0.52 17.3% | 0.09 099 0.76
CP SentiStrg fltr | 1.29 -1.69  -2.98 0.86 -0.43 144% | 0.08 0.99 0.76
CP revised 081 -1.16 -1.97 0.44 -0.37 188% | 0.07 099 0.75
CP manual fitr 073 -1.18 -1.91 0.12 -0.61 319% | 0.07 099 0.78
Fltr Similarity 049 -1.17 -1.66 0.13 -0.36 21.7% | 0.06 098 0.78
Fltr Jaccard 0.63 -0.82 -1.45 0.48 -0.15 10.3% 0.03 0.9 0.82
Negative to positive (Baseline)
Dataset Sin Seap ASewp | Sgen  ASgen  ASratio | Nvlit  Prvt  BLEU
CP SentiStrg -1.66  1.35 3.01 -1.31 0.35 11.6% | 0.07 099 0.75
CP SentiStrg fitr | -1.69  1.29 2.98 -1.24 0.45 15.1% 0.07 0.9 0.80
CP revised -1.16  0.81 1.97 -0.86 0.30 153% | 0.08 099 0.78
CP manual fltr -1.18  0.73 1.91 -0.90 0.28 14.6% 0.07 0.9 0.78
Fltr Similarity -1.17 049 1.66 -0.86 0.31 18.7% | 0.06 099 0.83
Fltr Jaccard -0.82  0.63 1.45 -0.71 0.11 7.6% 0.02 0.9 0.82
TABLE IV

RESULTS WITH THE SEQ2SEQ MODEL, WHERE IN BOLD WE HIGHLIGHT THE BEST RESULTS, AND UNDERLINED WE HIGHLIGHT CASES WHERE THE
TRANSFORMATION EXCEEDED THE EXPECTED SENTIMENT.

Positive to negative (Seq2Seq)

Dataset Sin Seep ASewxp | Sgen  ASgen  ASratio | NVt Prvt  BLEU
CP SentiStrg 135 -1.66 -301 | -046 -1.81 60.1% | 094 0.59 0.71
CP SentiStrg flitr | 1.29 -1.69 -2.98 | -1.61 -2.90 973% | 0.86 0.78  0.77
CP revised 081 -1.16 -1.97 | -0.79  -1.60 81.2% | 094 0.60 0.72
CP manual fltr 073 -1.18 -1.91 -0.31 -1.04 545% | 093 055 072
Fltr Similarity 049 -1.17 -1.66 | -140 -1.89 113.8% | 0.88 0.74  0.78
Fltr Jaccard 063 -0.82 -1.45 | -0.91 -1.54 106.2% | 0.88 0.81 0.76
Negative to positive (Seq2Seq)
Dataset Sin Sezp  ASezp | Sgen  ASgen  ASratio | Nvlt  Prvt  BLEU
CP SentiStrg -1.66  1.35 3.01 0.36 2.02 67.1% | 093 056 0.71
CP SentiStrg fltr | -1.69  1.29 2.98 1.04 2.73 91.6% | 0.82 0.78 0.78
CP revised -1.16  0.81 1.97 0.01 1.17 59.7% | 0.94 0.71 0.76
CP manual fltr -1.18  0.73 1.91 0.00 1.18 62.8% | 094 050 0.74
Fltr Similarity -1.17 049 1.66 0.31 1.48 89.1% | 0.80 0.77 0.81
Fltr Jaccard -0.82  0.63 1.45 0.73 1.55 106.8% | 0.94 0.59 0.71

considered as part of the valid set. Part-of-speech tagging 4 was
used as a manner of extracting the adjectives from previously
cleaned sentences.

For the Seq2Seq model, we implemented an Encoder-
Decoder model with local attention [16], [17]. The Recurrent
Neural Networks (RNN) for both the encoder and the decoder
were implemented with a single embedding layer, and a Gate-
Recurrent Unit layer, both with 256 hidden neurons, and
dropout of 0.1. The models were trained for 25,000 epochs,
applying teacher forcing with a ratio of 0.5, and the learning
rate was set to 0.01. It is worth mentioning that determining
which was the best method for implementing a Seq2Seq model
was out of the scope of this work, and thus we focused on
making use of a simple architecture in order to be able to train
it even on small training sets.

4We used part-of-speech tagging also from the NLTK Python package.

C. Experimental Results

In Table III and Table IV, we present the results of the
baseline and the Seq2Seq models, respectively, on each of
the constructed datasets, for both Positive to Negative and
Negative to Positive rephrasing tasks. For this evaluation, each
dataset was randomly split into 70% of its samples for training
and 30% for training, which allowed to directly and fairly
compare the Seq2Seq model against the baseline.

The first clearly observed result is that the Seq2Seq model
outperforms consistently the results of the baseline. By taking
into account AS,.,, the highest value achieved by the
baseline is of 31.9%, while the Seq2Seq model reaches 54.5%
in the same dataset, which is in fact the lowest AS,qtio
achieved by the latter. In fact, the Seq2Seq model is able,
with one of the tested datasets, to get to as high as 97.3%
of AS,44i0, that is, almost achieving the full expected tone
rephrasing.

Also, Seq2Seq outperforms by a high margin in Novely



TABLE V
COMPARISON OF DIFFERENT METHODS ON THE COMMON TEST, WHERE IN BOLD WE HIGHLIGHT THE BEST RESULTS, AND UNDERLINED WE HIGHLIGHT
CASES WHERE THE TRANSFORMATION EXCEEDED THE EXPECTED SENTIMENT

Positive to negative

Method Sin Sexp  ASezp | Sgen  ASgen  ASratio | Nvit  Prvt  BLEU
Baseline 097 -140 -2.37 0.63 -0.34 143% | 0.05 0.99 0.77
Seq2Seq 097 -140 -237 | -1.07 -2.04 86.1% | 0.74 0.82 0.77
Set2Set 097 -140 -237 | -039 -1.36 574% | 0.69 0.75  0.67
Set2Set-Yelp | 097 -140 -237 | -0.69 -1.66 70.0% | 091 0.79 0.74
Negative to positive
Method Sin Sexp  ASezp | Sgen  ASgen  ASratio | Nvit  Prvt  BLEU
Baseline -1.40  0.97 2.37 -1.07 0.33 13.4% | 0.04 0.99 0.84
Seq2Seq -1.40  0.97 2.37 0.09 1.49 62.8% | 0.73 0.77  0.81
Set2Set -1.40  0.97 2.37 -0.39 1.01 42.6% | 0.80 0.72 0.72
Set2Set-Yelp | -1.40  0.97 2.37 1.94 3.34 140.9% | 0.90 0.80  0.77

(NvIt) but loses in Content Preservatio (Prvt). Nevertheless,
the very high values of Prvt presented by the baseline indicate
the poor ability of such approach for rephrasing. In terms of
the BLEU score, we observe that the results are quite mixed,
corroborating to our claim in the difficulty of generating
ground-truth texts for this task.

Regarding the different datasets, it was very surprising that
we have not been able to observe any substantial improvement
in the metrics after we manually validated the sentiment
classification. The best performances of the Seq2Seq model
were achieved with the CP SentiStrength Filtered dataset, with
97.3% and 91.6% of AS,q, for positive to negative and
negative to positive rephrasing, respectively”.

Those results may mean that although the SentiStrength
tool may produce some classification errors, its accuracy is
adequate to generate a corpus in an fully automated if proper
filtering is done. In addition, we observe that filtering the
datasets may results in corpora from which the Seq2Seq model
can learn better, compared with a larger but noisier training
sets.

VI. COMPARING SEQ2SEQ AND SET2SET

In order to verify our hypothesis that Seq2Seq models may
outperform Set2Set models, provided there is an appropriate
corpus, in this section we compare the results of the Seq2Seq
model against the Set2Set approach presented in [4], and their
performance in relation to the baseline model described before.

For both Seq2Seq and the baseline, we employ the CP
SentiStrg fltr dataset, but here using all its 1,593 pairs for
training. And for the Set2Set system, we consider two training
sets: a) the CP SentiStrg fltr dataset, where the pairs are
decomposed back into two distinct sets, i.e. one for each
sentiment; and b) the Yelp dataset, which is a much larger
corpus, containing a total of 444,010 samples. We refer to
those two versions of Set2Set as Ser2Set and Set2Set-Yelp,
respectively.

For comparing the methods, we created a test set with 1,764
pairs by utilizing the same method used to create CP SentiStrg

SWe considered both undershooting (ASyqtio < 0%) and overshooting
(ASyatio > 100%) as an indication of possible problems with the model.

fltr, but applying it onto another set of clusters extracted from
other 2018 World Cup matches which were not used for the
evaluation presented in the previous section.

The results presented in Table V show that the Seq2Seq
model achieves the largest value for AS, .+, in the positive
to negative task. Similarly, Seq2Sew also achieves the highest
AS,qtio in the negative to positive task, considering that the
AS,qti0 presented by Seq2Seq is closer to 100% than the
AS,qtio presented by Set2Set-Yelp, i.e. 37.2% versus 40.9%,
showing that the latter over-exaggerate in the conversion.
Interestingly, we observe that Set2Set-Yelp has better results
both in Nvlt and Prvt than Set2Set. This may be due to the
larger training set of Set2Set-Yelp, though.

In Table VI we present some examples of rephrasing
provided by each method. In those examples we can see that
the Seq2Seq model generally produces well-formed sentences,
even though a slight drift in meaning is observed in one of the
examples. The two examples show the major weakness of the
baseline method, which is the inability to rephrase in some
cases. And with Set2Set and Set2Set-Yelp, we observe that
the sentences can be well formed, but the meaning seems to
have drifted too much from the input sentence.

In Table VII we present some of the errors made by the
Seq2Seq model. Some of the mistakes are either by being
unable to generate a grammatically correct sentence, as the
first one, to the repeated rephrasing such as the second one
which is the same as in Table VI, and even in the generation
of meaningless sentences such as the third one. We believe,
however, that by scaling up the dataset (for instance, by
considering all matches of the World Cup) and generating large
training corpora, those mistakes can be minimized.

VII. CONCLUSION

In this paper we presented the evaluation of different
methods to use Twitter data to create corpora to train Seq2Seq
neural networks for sentiment polarity transformation. The
results obtained indicate that the methodology basically works
and can be further improved by using larger input datasets and
thus obtaining larger training sets, which are likely to produce
better rephrasing models.



TABLE VI
SAMPLES OF REPHRASING PRODUCED BY THE EVALUATED METHODS.

Positive to negative Sentiment  NvIt  Prvt
Input France is winning this World Cup 1
Baseline France is winning this World Cup 1 0.00 1.0
Seq2Seq France has done nothing this world cup but flop and complain -1 0.86 0.78
Set2Set France has been so so far 0 0.77 0.83
Set2Set-Yelp  This is one of France 0 0.77 0.87
Negative to positive S Nvlt  Prvt
Input France is losing. what a world cup -2
Baseline France is losing. what a world cup 2 0.00 1.0
Seq2Seq France has the world cup 0 0.70  0.94
Set2Set France ricakeeper has been well good. 1 0.75 0.77
Set2Set-Yelp  France is what a mistake is what a oil. -1 0.50 0.86

TABLE VII

SAMPLES OF UNSUCCESSFUL REPHRASINGS BY SEQ2SEQ.

Input

Generated

This world cup!!
Interesting world cup
This year FIFA world cup is disappointing

ENTITY has done this this this so bad
ENTITY has done nothing this world cup but flop and complain
ENTITY is

Thus, as future work we shall focus both in processing more
data and from other domains, exploring different corpora rep-
resenting a varied set of topics. Additionally, we shall evaluate
other Seq2Seq and attention-based models, and evaluate their
impact on different rephrasing tasks. Similarly, once larger
training sets become available, we shall focus on enhancing
the current Seq2Seq architectures to tailor them specifically
for tone rephrasing.
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