Gated Graph Pooling with Self-Loop for Graph Classification
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Abstract—Graph classification is a practical problem in many different domains including bioinformatics, chemoinformatics, social network analysis, and etc. For the graph classification task, the existing graph neural network approaches usually generate graph features using graph pooling at each step. However, this strategy of pooling only at the current step ignores the impact of self-loop. To eliminate this limitation, we propose a novel self-loop graph pooling strategy that can utilize the node information of the current step and the graph representation information of the previous step to generate an effective representation for the graph classification task. Further to measure the importance of self-loop, we also develop a gated approach, gated graph pooling with self-loop, that utilizes the simple fusion gate to enhance the representation capacity of the model. We evaluate our model on common benchmark datasets and experimental results have demonstrated the superior performance improvement on predictive accuracy.

Index Terms—Graph Representation Learning, Graph Neural Network, Graph Pooling, Graph Classification.

I. INTRODUCTION

Deep neural networks have achieved great success on Euclidean data analysis such as computer vision [1] and natural language processing [2] since they can automatically learn both low- and high-level feature representations of objects. However, there is an increasing number of applications where data are generated from the non-Euclidean domain. A typical non-Euclidean data structure is the graph which models a set of objects (i.e., nodes) and their relationships (i.e., edges). Many real-world data can be naturally organized in many complex graph structures, and a canonical task is graph classification [3]. In this task, the input data from bioinformatics [4], chemoinformatics [5], cyber-security [6], and social network analysis [7] are the form of the graph, and the output is to predict the graph label. The main difficulty in solving this task is how to find the appropriate way to extract node features and then aggregate node representations to generate graph representation benefiting the classification task.

To extract node features and utilize the underlying information encoded in graphs, graph neural network (GNN) is developed as a possible solution. Being one of the earliest works on graph neural networks, the graph neural network models (GNNMs) [3] recursively update node latent representations until convergence. To ensure convergence, the representation function must be a contraction mapping. The gated graph neural networks (GGNNs) [8] utilize the gated recurrent units (GRUs) [9] as update function and fix the number of recurrent steps which means it no longer needs to ensure convergence and can be trained via back-propagation through time (BPTT) algorithm. More recently, a large number of graph neural network models broadly follow the message passing neural network (MPNN) [10] framework which contains a message passing phase and a readout phase where the message passing is to aggregate each node’s representations of neighbors to generate its new representation and the readout is then to capture the global graph information from node representation space. The key to extracting a node representation is the message passing function which aggregates each node’s neighbor representations to generate its new representation. Graph convolutional networks (GCNs) [11] employ the Laplace matrix to normalize the adjacency matrix and allow the aggregate and update function to share the same structure by adding self-loop. The graph sample and aggregate (GraphSAGE) [12] model develop the local neighborhood sampling strategy and then the aggregate functions, including mean, sum and max function, to generate the representations of sampled nodes.

After obtaining the discriminative node features, the GNN model usually coarsens a graph into sub-graphs or sum or average over the node representations by graph pooling (i.e., readout). To produce embedding vectors and predict class probabilities of the graph instances, the existing graph representation models read from the node representation space after sufficient iterations. A sufficient number of iterations is key to achieving good discriminative power but different nodes may have different neighborhood ranges so that node representations from earlier iterations may sometimes generalize better. For a better structure-aware approach, layer aggregation [13] was proposed to aggregate layer-wise representations with concatenation, max-pooling or other feasible approaches. To avoid the information loss, the concatenation based aggregator is usually used as the layer aggregation function to adapt the
effective neighborhood size for each node as needed.

However, although achieving the superior performance, the existing pooling approaches, including original readout and layer aggregation readout, ignore the self-loop of graph representation. From the perspective of super node [10], obtaining a graph embedding is equivalent to generating super node embedding where each node in the initial graph serves as a neighborhood of super node, and node information are passed from the node space to the super node along the virtual directed edge. Apparently as shown in Figure 1, the existing pooling approaches ignore the impact of self-loop that is important in node representation learning.

Based on the above analysis, we therefore propose a novel self-loop graph pooling strategy that can utilize the node information of the current step and the graph representation information of the previous step to generate an effective representation for the graph classification task. The addition of self-loop enhances the flow of information and makes the network easier to train. To further measure the importance of self-loop, we also develop a self-loop graph gated pooling approaches using a simple fusion gate. Similar to the update gate in the gated recurrent unit (GRU) [9], this fusion gate helps the model to determine how much of the self-loop information from the previous step needs to be passed along to the subsequent steps. From the perspective of message passing, the existing models only design a feasible aggregation function while the proposed pooling approaches design both aggregation and update functions by adding a self-loop for the graph classification task. At the last step, the layer aggregation is employed to aggregate the layer-wise graph representation so that the final output can adaptively choose the different hop neighborhood information. We evaluate our model on popular graph benchmark datasets: MUTAG, PROTEINS, PTC_MR, D&D, NCI1, and MSRC_21. By comparing average accuracy after 10-fold cross validation with other baseline models, experiments have demonstrated the superior performance improvement on predictive accuracy. To summarize, we highlight two main contributions of this paper as follows:

- We analyze the popular graph neural network pooling models for graph classification and conclude that these pooling models ignore the self-loop in readout phase, leading to limited representation capacity. Following this analysis, we therefore propose a novel self-loop graph pooling approach that can utilize the node information of the current step and the graph representation information of the previous step to generate an effective representation for the graph classification task.

- We develop a self-loop graph gated pooling approach to further measure the importance of self-loop using a simple fusion gate. This fusion gate helps the model to determine how much of the self-loop information from the previous step needs to be passed along to the subsequent steps.

II. RELATED WORK

Existing techniques for graph classification can be grouped into two categories: kernel methods and graph neural network.

A. Kernel Method

The kernel method calculates the similarity between the graphs, and then we can use kernel-based supervised algorithms such as support vector machines (SVM) [14] to obtain the boundaries between different classes without having to do feature extraction to transform them to fixed-length, real-valued feature vectors. There exist many kernel methods range from random walks [15], shortest paths [4] to subtree [16], etc. However, the topology of graphs in reality is very complicated so the simple Graph Kernel cannot solve the graph classification problem well. Weifseiler-Lehman (WL) [17] method was proposed to improve the performance of graph kernel. Similar to label propagation, the WL method needs to perform T iterations and each iteration builds a new graph. The node labels of the graph are updated according to the neighbor node labels of the previous iteration, and then the updated Graph Kernel is calculated. In the WL method, the similarity of the graphs is synthesized by the Graph Kernel during T iterations. Although graph kernels have achieved great success, they are computationally expensive and the feature selection is separate from the classifier.

B. Graph Neural Network

In order to solve the above challenges, graph neural networks (GNNs) are developed with an end-to-end fashion. Commonly, GNNs broadly follow the Message Passing [10] framework which contains a message passing phase and a readout phase, where the message passing is to aggregate each node’s feature vector of neighbors to compute its new feature vector and the readout is then to generate the graph feature. The origin readout function only aggregates from node representation space after T iteration steps. This scheme may lead to over-smooth [18] due to local neighborhood properties. To adapt to different local neighborhood properties, layer aggregation [13] was proposed to tackle this challenge. Despite achieving superior performance, both schemes ignore self-loop for graph representation learning. Recently, several pooling based models have been proposed including top-k
pooling [19], [20], differentiable pooling (DiffPool) [21]. Top-k pooling propagates only part of the input and this part is not uniformly sampled from the input and thus can thus select some local part of the input graph, completely ignoring the rest. DiffPool can generate hierarchical representations of graphs and provide a general solution to hierarchically pool nodes across a broad set of input graphs.

III. PRELIMINARY

In this section, we will formalize the graph classification problem and present the relevant research briefly. In the following, we define that the bold lowercase denotes a vector and uppercase denotes a matrix or a set of vectors. Table I presents the main symbols and descriptions in this paper.

<table>
<thead>
<tr>
<th>Notations</th>
<th>Descriptions</th>
</tr>
</thead>
<tbody>
<tr>
<td>$G$</td>
<td>input labelled graph</td>
</tr>
<tr>
<td>$A$</td>
<td>adjacency matrix</td>
</tr>
<tr>
<td>$v, w$</td>
<td>node in graph $G$</td>
</tr>
<tr>
<td>$\mathcal{N}(v)$</td>
<td>the neighborhood of node $v$</td>
</tr>
<tr>
<td>$R$</td>
<td>node embedding representation matrix</td>
</tr>
<tr>
<td>$\mathbf{y}$</td>
<td>graph embedding representation vector</td>
</tr>
</tbody>
</table>

A. Problem Definition

Given a graph $G = (V, E)$ where $V = \{v_1, v_2, ..., v_{n_v}\}$ is a set of $n_v = |V|$ nodes and $E \subseteq (V, V)$ is a set of $n_e = |E|$ edges between nodes. In a graph $G$, let $A \in \mathbb{R}^{n_v \times n_v}$ to represent the adjacency matrix where $A_{ij} = \omega_{ij} = 1$ if $e_{ij} \in E$ and $A_{ij} = 0$ if $e_{ij} \notin E$. $X_v \in \mathbb{R}^{n_v \times d_v}$ and $X_e \in \mathbb{R}^{n_e \times d_e}$ are used to denote features for nodes and edges respectively. Given a graph set $S = \{(G_1, y_1), (G_2, y_2), ..., (G_L, y_L)\}$, the aim of graph representation learning is to build a learning model $F_\Theta : G_i \rightarrow \hat{y}_i$ to generate graph representation vector $\hat{y}_i$ for the test graph $G_i$, where the parameter $\Theta$ can be optimized via the standard supervised learning objective. The final graph representation $\hat{y}_i$ can be used to perform graph classification or regression tasks.

B. Message Passing Framework

The message passing neural network (MPNN) [7] unifies several recently introduced graph neural networks, which consists of two phases, namely the message passing phase and the readout phase.

In the message passing phase, given a graph $G$, graph neural network aims to learn a representation vector $\mathbf{h}_i$ of an arbitrary node $v$ in graph $G$ by a node aggregate and update function. Here, GNN iteratively updates the representation of a node by a graph aggregate function $M_i(\cdot)$ and graph update function $U_i(\cdot)$ in the form of

$$m_i^{(t+1)} = \sum_{w \in \mathcal{N}(v)} M_i(h_w^{(t)}), \quad (1)$$

$$h_i^{(t+1)} = U_i(h_i^{(t)}, m_i^{(t+1)}). \quad (2)$$

where $h_i^{(t)}$ and $h_w^{(t)}$ are the hidden states of node $v$ and $w$ at step $t$. $m_i^{(t+1)}$ is the hidden state of the neighborhood of node $v$. After efficient iteration, the node embedding representation $r_v^{(T)} = h_v^{(T)}$ can be obtained for the subsequent tasks. Note that we omit the edge features since our experimental datasets only utilize node features to predict the graph label. In practice, many state-of-the-art node representation models are designed with the same aggregate and update function via adding the self-loop, and focus on developing a appropriate scheme to guarantee the superior performance such as graph convolutional network (GCN) and graph attention network (GAT).

In the readout phase, the node embedding representation $r_v \in R$ can be used to generate the final graph embedding representation vector $\hat{y}$ by a readout function $R(\cdot)$ in the form of

$$\hat{y} = R(\{r_v | v \in G\}). \quad (3)$$

The three functions $M_i(\cdot)$, $U_i(\cdot)$ and $R(\cdot)$ are learned via optimizing a learnable parameter set $\Theta$ in an end to end fashion.

As stated in section I, the strategy of readout at final step may lead to over-smooth since different nodes may have different neighborhood ranges so that node representations from earlier iterations may sometimes generalize better. To eliminate this limitation, layer aggregation is developed to aggregate layer-wise graph representations by a aggregate function $AGG(\cdot)$ in the form of

$$\hat{y}^i(t) = R_i(\{h_v^i \mid v \in G\}), \quad (4)$$

$$\hat{y} = AGG(\hat{y}^i(t) \mid t \in T), \quad (5)$$

where $R_i(\cdot)$ represents readout at step $t$ and $T$ is the number of iteration step. The aggregation function $AGG(\cdot)$ may exists many feasible design schemes such as concatenation, summation or average pooling. According the multiset ¹ theory, average pooling cannot distinguish some simple subgraph structures so the summation pooling is recommended as a readout function. However, although achieving superior performance, the existing pooling approaches, including pooling at final step and pooling with layer aggregation, ignore the self-loop of graph representation. From the perspective of super node, obtaining a graph embedding is equivalent to generating super node embedding where each node in the initial graph serves as a neighborhood of super node, and node information are passed from the node space to the super node along the virtual directed edge. For the sake of brevity, we suppose that the function $U_i$ and $R_i$ have the same structure $f(\cdot)$. Hence the node and graph representation models can be represented as

$$h_v^{(t+1)} = f(h_v^{(t)}, m_v^{(t+1)}), \quad (6)$$

$$\hat{y}^i(t) = f(h_v^i). \quad (7)$$

¹ Xu et al. [22] developed a deep multisets theory, which is parameterizing universal multiset functions with the neural network, and a multiset is a generalized concept of a set that allows elements in it have multiple instances.
Intuitively, the existing pooling approaches ignore the impact of self-loop that is important in node representation learning (see Figure 1).

IV. Method

In the following, we will present the proposed graph pooling with self-loop and the gated graph pooling with self-loop respectively.

A. Graph pooling with self-loop

Based on the above analysis in section III-B, we first consider using a simple and intuitive method to add self-loop to the graph representation embedding. Similar to node representation learning model, we directly add the \( t - 1 \)th step graph representation embedding to the \( t \)th step readout in form of

\[
\hat{y}^{(t)} = R_t(\{h_v^{(t-1)}|v \in G\}),
\]

\[
\tilde{y}^{(t)} = f(\hat{y}^{(t-1)} + \hat{y}^{(t)}),
\]

where \( \hat{y}^{(t-1)} \) represents the \( t - 1 \)th graph representation embedding and \( f(\cdot) \) represents classical neural network like multi-layer perception (MLP).

After obtaining the layer-wise graph representation embedding with self-loop, we also utilize the layer aggregation scheme to aggregate the layer-wise graph representation embedding so that different local structures can adaptively choose different number of iterations, i.e.,

\[
\hat{y} = AGG(\hat{y}^{(t)}|t \in T).
\]

B. Fusion gate

To measure the importance of self-loop, we also utilize the dimension-wise dual fusion gate to compute the final graph representation embedding. Inspired by directional self-attention network [23], this fusion gate is accomplished by

\[
F = \sigma(f(\hat{y}^{(t-1)}, \tilde{y}^{(t)})).
\]

\[
\hat{y} = F \odot \hat{y}^{(t-1)} + (1 - F) \odot \tilde{y}^{(t)},
\]

where \( \odot \) represents entry-wise product and \( \sigma \) represents the Sigmoid nonlinear activation function to obtain a value between \( 0 \sim 1 \). Similar to the update gate in the gated recurrent unit (GRU), this fusion gate helps the model to determine how much of the self-loop information from the previous step needs to be passed along to the subsequent steps.

C. The overall framework

As shown in Figure 2, the overall framework of the proposed gated graph pooling with self-loop is composed of message passing phase, readout phase, fusion gate and layer aggregation. In message passing phase, each nodes are aggregated to generate the node representation embedding and then the layer-wise graph representation embedding can be obtained by aggregating node representations and self-loop representation. At the last step, the layer aggregation is employed to aggregate the layer-wise graph representation so that the final output can adaptively choose the different hop neighborhood information.

Figure 3 illustrates the self-looping information flow and Algorithm 1 shows the pseudo code of proposed gated graph pooling with self-loop.
Algorithm 1 The pseudo code of proposed gated graph pooling with self-loop

Input: node feature \( X_v \in \mathbb{R}^{n_v \times d_v} \), adjacency matrix \( A \in \mathbb{R}^{n_v \times n_v} \), layer number \( T \)

Output: graph representation \( \hat{y} \in \mathbb{R}^n \)

1: Procedure gated graph pooling with self-loop
2: \( \hat{h}_0^{(0)} \leftarrow X_v; \hat{h}_0^{(0)} \leftarrow 0 \)
3: for all \( t = 1, 2, ... , T \) do
4: \( \hat{h}_t^{(t)} = M_t(\hat{h}_{t-1}^{(t-1)}, A) \)
5: \( \hat{\hat{y}}^{(t)} = R_t(\hat{h}_t^{(t)}) \)
6: \( F = \sigma(f(\hat{\hat{y}}^{(t-1)}, \hat{\hat{y}}^{(t)})) \)
7: \( \hat{\hat{y}}^{(t)} = F \odot \hat{y}^{(t-1)} + (1 - F) \odot \hat{\hat{y}}^{(t)} \)
8: return graph representation \( \hat{y} \)

Table II

<table>
<thead>
<tr>
<th></th>
<th>MUTAG</th>
<th>PROTEINS</th>
<th>PTC_MR</th>
<th>D&amp;D</th>
<th>NCI1</th>
<th>MSRC_21</th>
</tr>
</thead>
<tbody>
<tr>
<td>Num. of Graphs</td>
<td>188</td>
<td>1111</td>
<td>244</td>
<td>4178</td>
<td>4119</td>
<td>507</td>
</tr>
<tr>
<td>Avg. Num. of Nodes</td>
<td>13.94</td>
<td>39.06</td>
<td>4.29</td>
<td>284.32</td>
<td>29.87</td>
<td>77.52</td>
</tr>
<tr>
<td>Avg. Num. of Edges</td>
<td>19.79</td>
<td>72.82</td>
<td>4.69</td>
<td>715.66</td>
<td>32.30</td>
<td>198.32</td>
</tr>
<tr>
<td>Node Labels</td>
<td>0</td>
<td>4</td>
<td>4</td>
<td>32.30</td>
<td>32.30</td>
<td>198.32</td>
</tr>
<tr>
<td>Node Attr. (Dim.1)</td>
<td>-</td>
<td>4(11)</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Num. of Classes</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>20</td>
</tr>
</tbody>
</table>

V. EXPERIMENT

In this section, we will give the details of the datasets used for validation, the experimental setup, and the baseline methods. Our algorithms are implemented with PyTorch Geometric [24] and run on a NVIDIA TITAN RTX graphic card.

A. Experimental Datasets

The benchmark datasets for graph classification, including MUTAG [25], PROTEINS [26], PTC_MR [25], D&D [17], NCI1 [17] and MSRC_21 [27], are to do multi-class or binary classification. MUTAG [25] is a mutagenic aromatic and heteroaromatic nitro compounds dataset and their graph label indicate whether the mutagenic effect on bacteria exists; PROTEINS [26] represents protein structures which are helix, sheet and turn; PTC_MR [25] is a chemical compounds dataset which represents the carcinogenicity for male and female rats; D&D [17] is a dataset of 1178 protein structures, where the nodes in each graph represent amino acids, and the prediction task is to classify the protein structures into enzymes and non-enzymes; NCI1 [17] is also a chemical compound dataset that is used for activity against non-small cell lung cancer cell lines. MSRC_21 [27] dataset is a real-world image dataset where the nodes of each graph are derived by over-segmenting the images resulting in one graph among the superpixels of each image. The statistics of these datasets are shown in Table II. For all benchmark datasets, the categorical node labels are used as initial node feature vectors and node attributes are not fed into models.

B. Experimental Setup

Experimental configurations will be presented in the following. Empirically for graph benchmark datasets, we perform 10-fold cross-validation which we sampled 10% of each training fold to serve as a validation set and report the average accuracy and standard deviation of 10-fold validation. To ensure a fair comparison, we set the number of network layers \( T \) to be 5 and perform the final prediction via a fully-connected layer. The training batch size is fixed to be 128 and the dimension of hidden units is 32. We use Adam [28] optimizer with an initial learning rate of 0.01 and decay the learning rate by 0.5 every 50 epochs. Each nonlinear activation function follows the Rectified Linear Unit (ReLU) [29]. All the learnable parameters are initialized by Glorot Initialization [30] and the bias is initialized by zero vector. To make the model more stable, we utilize the Batch Normalization in each hidden layer and apply a fixed dropout rate of 0.5 after readout phase.

C. Baseline Methods

In our evaluation, we develop our architectures based on the powerful graph classification method GIN [22], and compare our models with GIN [22] and existing graph pooling methods ranging from Set2Set [31], GraphSAGE [12], SortPool [32] to Top-k pooling [20]. To further demonstrate the effectiveness for other message passing schemes, we utilize graph convolutional network (GCN) [11] as message passing function. Here, the readout functions are set to original readout, layer aggregation readout, pooling with self-loop, and gated pooling with self-loop. For all baseline methods, we use the same hyperparameter settings to ensure fair comparisons. We present the detailed baseline descriptions as follow:

1) GIN: Graph isomorphism network (GIN) [22] is a powerful GNN under the message passing framework which only utilizes multi-layer perceptrons and summation pooling. In our evaluation, we set the parameter \( \epsilon = 0 \).

2) GCN: Graph convolutional network (GCN) [11] employs the Laplace matrix to normalize the adjacency matrix and allow the aggregate and update function to share the same structure by adding self-loop.

3) Set2Set: Set2Set [31] is a powerful global pooling operator based on iterative content-based attention. Here, we set the number of iterations is 4.

4) GraphSAGE: The graph sample and aggregate (GraphSAGE) [12] model develops the local neighborhood sampling strategy and then the aggregate functions, including mean, sum and max function, to generate the representations of sampled nodes. Here, we choose the sum function as aggregate function.

5) SortPool: SortPool [32] sorts graph nodes in a consistent order so that traditional neural networks can be trained on the graphs. We set the k of SortPool is 10 and the other settings are same with the proposed methods.

6) Top-k pooling: Top-k pooling [19], [20] selects the top-k nodes from a given input graph. We set the graph pooling ratio is 0.8 and the layer aggregation is used to aggregate the layer-wise graph embedding outputs.

D. Experimental Results

In this subsection, we show the classification results and analysis to investigate the performance of the proposed meth-
TABLE III
Comparison of the 10-fold cross validation average classification accuracy (+-standard deviation) on different benchmark datasets. LA means layer aggregation.

<table>
<thead>
<tr>
<th>Method</th>
<th>Dataset</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MUTAG</td>
</tr>
<tr>
<td>Set2Set</td>
<td>83.9±7.2</td>
</tr>
<tr>
<td>GraphSAGE</td>
<td>82.2±9.6</td>
</tr>
<tr>
<td>SortPool</td>
<td>85.8±1.7</td>
</tr>
<tr>
<td>Top-k Pooling</td>
<td>87.8±6.9</td>
</tr>
<tr>
<td>GCN</td>
<td>87.8±6.5</td>
</tr>
<tr>
<td>GCN with LA</td>
<td>88.6±5.0</td>
</tr>
<tr>
<td>GCN with Self-loop</td>
<td>88.6±5.0</td>
</tr>
<tr>
<td>Gated GCN Pooling</td>
<td>90.6±5.4</td>
</tr>
<tr>
<td>GIN</td>
<td>88.1±4.2</td>
</tr>
<tr>
<td>GIN with LA</td>
<td>90.7±3.7</td>
</tr>
<tr>
<td>GIN with Self-loop</td>
<td>90.7±3.7</td>
</tr>
<tr>
<td>Gated GIN Pooling</td>
<td>91.7±3.7</td>
</tr>
</tbody>
</table>

Fig. 4. Performance with a varying number of hidden unit dimensions on graph benchmark datasets. For clarity, we do not present the error bars.

F. Visualization of Gate Values

To illustrate the proposed fusion gate concretely, we conduct an experiment to visualize the gate values of the self-loop and the current step output for each layer on the MUTAG dataset. For the learned gate matrix, we compute the average weights across the dataset. From Figure 5, we observe that the self-loop contributes differently to the output at each layer. It illustrates the fusion gate can be learned to adaptively assign different importance to self-loop.

VI. Conclusion

In this paper, we first propose a novel self-loop graph pooling strategy that can utilize the node information of the current step and the graph representation information of the previous step to generate an effective representation for the graph classification task. Further to measure the importance of self-loop, we also develop a gated approach, gated graph pooling.
Fig. 5. Visualization of the gate values of the self-loop and the current step output for each layer on the MUTAG dataset.

with self-loop, that utilizes the simple fusion gate to enhance the representation capacity of the model. To illustrate the effectiveness of the proposed methods, we conduct a series of experiments including classification accuracy comparison, the comparison of the dimension of hidden units, and visualization of gate values for fusion gate. Experimental results have demonstrated that our proposed methods can improve the performance on graph classification task.

In the future, there are two interesting works can be done: (1) exploring feasible ways to successfully aggregate the self-loop representations in readout phase. (2) developing high-order graph neural networks with self-loop that have stronger representation capability.
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