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Abstract—Image captioning is a multi-modal complex task in machine learning. Traditional methods focus only on entities in visual strategy networks, and can’t reason about the relationship between entities and attributes. There are problems of exposure bias and error accumulation in language strategy networks. To this end, this paper proposes a multi-level visual fusion network model based on reinforcement learning. In the visual strategy network, multi-level neural network modules are used to transform visual features into feature sets of visual knowledge. The fusion network generates function words that make the description more fluent, and is used for the interaction between the visual strategy network and the language strategy network. The self-criticism strategy gradient algorithm based on reinforcement learning in language strategy networks is used to achieve end-to-end optimization of visual fusion networks. We evaluated our model on the Flickr 30K and MS-COCO datasets, and verified the accuracy of the model and the diversity of model learning subtitles through experiments. Our model achieves better performance over state-of-the-art methods.

Index Terms—Image Captioning, Visual Fusion, Reinforcement Learning, Policy Network

I. INTRODUCTION

Image captioning can be understood as giving a picture a piece of text that is described in a natural language. Image captioning and Visual Question Answering (VQA) [16] system is an intersection of computer vision and natural language processing (NLP), which is a more challenging task than target detection, image classification and semantic. In the extraction of image entities and attributes, we also infer the relationship between entities and attributes.

Inspired by machine translation, the encoder-decoder [1], [10], [11] frameworks are widely used in image captioning. The encoder side extracts image features using a convolution neural network (CNN). The decoder end inputs the extracted image features into a Long Short-Term Memory (LSTM) network, then outputs a sequence describing the image. However, CNN does not recognize the relationship between scenarios based on context when extracting visual features. When using visual attention, only one visual area can be fixed at each step, and there is no interaction between different visual areas. When dealing with complex scene combinations, the sequence captioning error occurs over time.
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The human visual system is not a simple scene overlay when describing a colorful world. Not only will the visual fusion be based on the context, but also multi-step inference based on the received visual signals. This is a human talent, but it is a challenging task for the machine. Although visual representation learning [13] and language modeling [17] have made great progress in their respective ways in recent years, how to establish cross-modal connections between vision and language is still an urgent problem to be solved. The multi-level visual fusion networks proposed in this paper does not only fix the current visual attention when generating the sequence, but interprets the visual information of the previous time step as a scenario, and then uses the current visual attention perception determines whether the situation is conducive to the generation of the next word. Compared with the traditional attention model [19], which encoder context into the hidden state of LSTM, the method presented in this paper shows the role of context in predicting sequences. As shown in Figure 1, the target detection module first detects entities in the image (such as: “man”, “horse”) and considers their relevant regions. The attribute module converts the attributes extracted by CNN into entity attribute knowledge feature sets,
and generates adjectives describing the entities. (eg: "red", "brown"). Then the relational module infers the relationship between the entity and the entity, the entity and the attribute in multiple steps. For example, according to the entities "man" and "horse", according to the context, "is riding". Finally, when generating sequences, the fusion network can make the generated description more coherent and consistent with grammatical rules.

In summary, the main contributions of this paper are as follows:

i) An end-to-end MVF model is proposed, which fusion multi-level visual features and enriches visual language tasks through the matching of different neural modules.

ii) On this basis, the attention module is redesigned. The adaptive attention in this paper has different attention strategies for different parts of speech, which reduces the interference of non-visual gradients on visual information.

iii) Finally, the design module with a controller has used to fine-grain the tasks of each neural module described in the image. The experimental results show that the CIDEr score of the MVF model is significantly improved. MVF is a general framework that supports potential improvements.

II. RELATED WORK

A. Image captioning

The study of image caption has a long history. Early image captioning studies used template-based filling first constructing a sentence pattern when generating a captioning, and then filling the word into a fixed sentence pattern. This method generates a captioning of the template and the word function is not joint training, so performance and evaluation indicators do not perform well. Inspired by machine translation, the attention-based encoding and decoding framework [1], [3], [10], [21] has recently been used to achieve superior performance. Among them, Lu et al. [10] found that the gradient of the non-visual word would mislead or reduce the effectiveness of visual information, and proposed an adaptive gating mechanism, and decoders had different language strategies for different words. Chen et al. [3] proposed channel attention, studied the effects of visual attention model on space and channels, and applied the attention mechanism to the coding end. Anderson et al. [1] applied target detection technology to image captioning and proposed a bottom-up attention mechanism, which could make the image captioning more natural, but could not deduce the relationship between entities and attributes in the image. The above model only focuses on the visual attention of the current time step and ignores the consideration of visual context over time, which we believe is a key factor leading to the obscurity of the captioning sequence. For this reason, we introduce the situational awareness fusion network, which integrates the previous time step content with the current time step attention. The attention network generates more efficient feature vectors, which are then inputted into the language strategy network.

B. Strategy Gradient

The image describes the use of cross entropy loss as a loss function during training, using backpropagation to maximize the likelihood of a ground-truth. As discussed in [2], the training LSTM network uses Teacher forcing—the input of the actual word of the image captioning label at each step, but at the time of testing, the input to the next moment of the LSTM network is the output of a moment is not a real word, which leads to exposure bias. The word at the next moment in the test depends on the word generated by the previous time. If the word generated at a certain moment is not good, the error will be accumulated, and the word generated later will be affected. Cross entropy is used during training, but there are problems in the evaluation when using BLEU, CIDEr, and ROUGE. The concept of sequence decision-making is introduced in reinforcement learning, and the problem of exposure bias is well solved during training [9], [14], [22]. The decision forces the agent to think about the next move, state, and reward. In the image captioning, the reward can select the score of CIDEr, the state is the image, the generated word and the scene, and the action is to select the visual feature vector and the next word. Ranzato et al. [12] proposed a strategy gradient method using Monte Carlo search technique to train sequence-like tasks, and solved the problem of exposure bias and non-differentiable measurement of test sequences. Rennie et al. [15] proposed a self-critical training method. Since the biased baseline can be an arbitrary function and does not depend on actions, the model uses the reward of generating words in the test phase as a baseline. Inspired by the above work, this article has made some improvements based on the reinforcement learning framework. At each time step, the output of one time on the language policy network and the visual policy network is simultaneously input to the next moment. Therefore, when generating a visual captioning sequence, not only the current time step vision but also the context awareness can be used for multi-step reasoning.

III. MULTI-LEVEL VISUAL FUSION NETWORK

This section will introduce the architecture diagram of multi-level visual fusion network in detail. As shown in Figure 2, it is a MVF structure diagram based on codecs. MVF mainly includes three parts: visual network, fusion network, and language network. In section III-A, the visual network will be introduced. We define the form of the problem, the image captioning the task as a continuous decision making process. The visual network includes a CNN and three neural modules, which generate feature vectors for language decoding. In section III-B, we will introduce the fusion network, which includes adaptive attention module, module controller, and multimodal attention. Section III-C will introduce the language network. LSTM inputs part of the accumulated situational awareness into the module controller and the fusion network for multi-step reasoning.
When calculating the action probability distribution, follow the network of the language policy network LSTM, hidden state \( h_{t-1} \) at the moment of the language strategy network LSTM, the regional feature \( \bar{v} = \frac{1}{k} \sum v_i \) of the mean pooling, and the word embedding matrix at the moment \( y_{t-1} \). Then the environment code \( f^o_t \) of the target detection module at time \( t \) can be expressed as:

\[
f^o_t = \text{LSTM} \left[ h^l_{t-1}, \bar{v}, W_p \Pi \right]
\]

Where, \( \bar{v} \) is the feature of the localized area of the mean, and the first \( v \) is a network in the visual network, and the action is to select a visual representation \( \pi \) of the image. In the meantime, the visual feature with \( v \) is a projection of the attribute feature as a region feature to the original dimension, and \( e^{\delta \pi} \) is the logarithm of the eigenproperty vector. Attribute characteristics are used in the relationship module.

1) Object Detection Module: The target detection module \( f^o_t \) is composed of three parts at time \( t \). The hidden state \( h_{t-1} \) at a time on the language policy network LSTM, hidden state \( h^l_{t-1} \) at the moment of the language strategy network LSTM, the regional feature \( \bar{v} = \frac{1}{k} \sum v_i \) of the mean pooling, and the word embedding matrix at the moment \( y_{t-1} \). Then the environment code \( f^o_t \) of the target detection module at time \( t \) can be expressed as:

\[
f^o_t = \text{LSTM} \left[ h^l_{t-1}, \bar{v}, W_p \Pi \right]
\]

Where, \( \bar{v} \) is the feature of the localized area of the mean, and the first \( v \) is a network in the visual network, and the action is to select a visual representation \( \pi \) of the image. In the meantime, the visual feature with \( v \) is a projection of the attribute feature as a region feature to the original dimension, and \( e^{\delta \pi} \) is the logarithm of the eigenproperty vector. Attribute characteristics are used in the relationship module.

A. Visual Network

In this paper, Given image \( I \), the local features \( \{v_1, \cdots, v_k\} \) of the image are extracted using Faster R-CNN [13], and \( v_i \) is the feature of the localized area of the mean, and the first \( k \) ROIs are selected for each image. In the meantime, the visual representation of the image is \( x = \{x_1, x_2, \cdots, x_T\} \), where \( x_t \) represents the action of the visual network at time \( t \), the corresponding description sequence is \( Y = \{y_1, y_2, \cdots, y_T\} \), \( y_t \) is the action of language network at moment \( t \). At time step \( t \), each policy network acts as a agent and receives the state \( f_t \) of the environment, then produces a series of \( (a_t|a_{t-1}, \theta) \). At time \( t \) the visual context \( \{x_i|t\} \), generates the sequence \( \{y_i|t\} \), and evaluates the score obtained from the real sequence ground-truth and the generated sequence \( \hat{Y} \).

Input \( P_t = \{p_t,1, p_t,2, \cdots, p_t,d\} \) is a set of attribute features. The network selects a visual representation \( y \) from the input according to this action. In the visual network, LSTM is used to encode the environment state, and \( \varphi \) is used as the symbol of the network. Then \( y \) is formalized as:

\[
y = \sum_{i=1}^{k} \varphi_{i,t} p_t, (1)
\]

When calculating the action probability distribution, follow the attention mechanism:

\[
a_{t,t} = W_a^T \tanh (W_h v_t + W_p h_t), (2)
\]

\[
\varphi_{i,t} = \text{softmax} (a_t) (3)
\]

Where, \( W_a, W_h, W_p \) are trainable hyperparameters. The hidden state of LSTM can be calculated as:

\[
h_t = \text{LSTM} (x, h_{t-1}), (4)
\]

We note that at time step \( t \) the agent in reinforcement learning is a network in the visual network, and the action is to select the next visual feature \( v_t \) and visual representation \( y_t \). The reward in reinforcement learning comes from the feedback of the language network evaluation indicators. Therefore, it is only necessary to determine the environmental state \( f_t \) of each network and the input attribute feature \( p_t \) at time \( t \).
3) Relationship Module: The relation network represents attributes as feature sets of potential interactions between two objects, which helps to generate verbs like preposition "in" or "riding". The module hidden state of the language policy network \( t - 1 \), the mean pooled region feature, and the words generated at the previous moment into the environment state:

\[
f_t^f = \text{softmax} \left( W_a^f f_t^p + W_f^f f_t^p + b^f \right)
\]

The input features of the relational network come from the attribute module network:

\[
p_t^f = p \left( \delta_{t,i} | r, y_{1:t-1} \right) p \left( r \mid y_{1:t-1} \right)
\]

Then the output of the relational network at time \( t \) is regarded as the relation eigenvector \( v_t^f \).

B. Fusion Network

There are three modules in the fusion network. Adaptive attention module, module with controller and multimodal attention. Adaptive module is used to reduce the effectiveness of non-visual word gradient on visual information, module collocation controller is used to match modules in visual network and adaptive module to generate complete description sentences, and multi-modal attention is used for visual description output. The function of the adaptive attention module is to generate non-visual information words that make the description sequence smoother, such as "a" or "an". The decoder should have different attention strategies for words of different parts of speech, and the generation of non-visual information words depends more on semantic information than visual information. At each time step \( t \), \( h_t \) can be known from Eq 2, so the standardized attention weight \( \alpha_{t,i} \) can be calculated as:

\[
\alpha_{t,i} = W_{d}^T \tanh \left( W_{va} v_i + W_{ha} h_t \right)
\]

Among them, parameters that can be learned in training of \( W_{va} \in \mathbb{R}^{H \times V}, W_{ha} \in \mathbb{R}^{H \times M} \) and \( W_a \in \mathbb{R}^H \). At each moment, \( \tilde{C}_t \) decides whether the function word "a" or "an" is generated by the model or by the language network. \( \tilde{C}_t \) can be expressed as:

\[
\tilde{C}_t = \beta_t c_t + (1 - \beta_t) h_t^l
\]

When \( \beta_t = 0.5 \) is selected during the experiment, the experimental effect is the best. As can be seen from the adaptive feature vector \( \tilde{C}_t \) and the standardized attention weight \( \alpha_{t,i} \), the environment encoding of the adaptive attention module is:

\[
f_t^s = \text{LSTM} \left[ \sum_{i=1}^{k} \alpha_{t,i} \tilde{C}_t, \bar{v}, W_a, \Pi_{t-1} \right]
\]

It will be used in each step of the language strategy network and will be considered part of the context in subsequent time steps. We noticed that although the input characteristics of each module are different, the coding environment is partially the same. In the experiment, in order to avoid the occurrence of overfitting and reduce the complexity of the model, this article shares the LSTM parameters.

The module controller will be used to describe the word collocation of the sequence. Its structure is shown in Figure 3, although the existing image description methods based on slot filling can realize simple visual reasoning, how to combine simple visual neural modules to define a complete set of visual reasoning in the face of complex scenes. Before visual features are fused, the input attribute features are transformed into information features:

\[
\begin{align*}
\hat{f}_t^a &= \text{Att}_{Obj} (p_t^a, h_t) \\
\hat{f}_t^p &= \text{Att}_{Att} (p_t^p, h_t) \\
\hat{f}_t^r &= \text{Att}_{Rel} (p_t^r, h_t)
\end{align*}
\]

Where, \( h_t \) is the state of LSTM in the module controller at time \( t \). And input features \( p_t^a \), \( p_t^p \) and \( p_t^r \) of object detection module, attribute module and relational module are generated by three visual modules in section III-A. According to Eq 13, the three transformed features can be obtained, and the adaptive attention module can get \( f_t^s \). The module controller generates four soft weights for them, and the process of generating soft weights is expressed as:

\[
\begin{align*}
x &= \text{Concat} (\hat{f}_t^a, \hat{f}_t^p, \hat{f}_t^r, h_t) \\
w &= \text{Softmax} (\text{LSTM}(x)) \\
v_t &= \text{Concat} (w_a f_t^a, w_p f_t^p, w_r f_t^r, w_f f_t^s)
\end{align*}
\]

Among them, \( x \) is a concatenation of three visual input vectors, and \( w \) is a four-dimensional soft attention vector. The resulting vector \( v_t \) is sent to the language strategy network for decoding. Visual cues and language context are indispensable conditions for generating soft weights and modules. In addition, the layout of the neural module at the next moment is highly similar to the layout at the previous moment. Therefore, LSTM is used to accumulate this knowledge and then update to generate new soft weights.

C. Language Network

At each time step, MVF generates a visual representation of the merged situation, selecting the word that best fits the current situation. The language strategy network takes the multimodal visual feature vector and the implicit state \( h_t^c \) of
### Table I
Demographic Prediction Performance Comparison by Three Evaluation Metrics.

<table>
<thead>
<tr>
<th>Methods</th>
<th>MS-COCO datasets</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>BLEU-1</td>
</tr>
<tr>
<td>Adative [10]</td>
<td>74.7</td>
</tr>
<tr>
<td>SCST [15]</td>
<td>77.6</td>
</tr>
<tr>
<td>SCA-CNN [3]</td>
<td>70.5</td>
</tr>
<tr>
<td>Top-Down [1]</td>
<td>73.8</td>
</tr>
<tr>
<td>NBT [12]</td>
<td>75.5</td>
</tr>
<tr>
<td>RFNet [6]</td>
<td>78.1</td>
</tr>
<tr>
<td>GHA [18]</td>
<td>73.3</td>
</tr>
<tr>
<td>CGO [23]</td>
<td>78.5</td>
</tr>
<tr>
<td>SGAE [20]</td>
<td>77.6</td>
</tr>
<tr>
<td>MVF</td>
<td>80.5</td>
</tr>
</tbody>
</table>

The work as input, and then updates the implicit state of LSTM:

\[ h_{t+1} = \text{LSTM}(h_t, v_t) \]  \hspace{1cm} (15)

When calculating the distribution of words in the vocabulary, this paper uses the fully connected layer as the hidden state of LSTM. The probability of each word after normalization by the softmax function can be expressed as:

\[ \phi(y_t | y_1:t-1) = \text{softmax}(W_p h_t + b_p) \]  \hspace{1cm} (16)

Where \( b_p \) is the bias value and \( W_p \) is the weight parameter, both of which are learned in training. The complete captioning sequence is the product of all time step conditional distributions, which can be expressed as:

\[ \phi(y_1:T) = \prod_{t=1}^{T} \phi(y_t | y_1:t-1) \]  \hspace{1cm} (17)

### IV. Experiments

In this section, we will first introduce the data set used in the experiment and the hyperparameters set in the experiment. Then compare the different methods and discuss some details during the experiment in detail. Finally, quantitative and qualitative analysis of the experimental results.

#### A. Dataset

In selecting the experimental dataset, the image described herein is the most popular MS-COCO dataset [8]. There are 82,783 pictures in the data set for training, 40,504 pictures for evaluation, and 40,775 pictures for testing, each with 5 sentences. Since the official test set is not publicly available, this article follows the Karpathy split [7] used in previous work, 113,287 images for training, 5,000 images for evaluation, and 5,000 images for testing.

#### B. Parameter Setting

In order to make Faster R-CNN faster in convergence, this paper uses ResNet-101 [5] to initialize network parameters. In the cross entropy training process, the Adam optimization algorithm is used for optimization. The initial learning rate is set to 5e-4, and the index is reduced by 0.8 every 5 cycles. The total training period is set to 100 cycles, and after 40 cycles, intensive learning training is started, the learning rate is set to 5e-5, and the contraction is 0.1 every 10 cycles. The batch size is set to 100 pictures at a time, and the beam width of the beam search is set to 5. The number of layers of the LSTM is set to 1, the number of hidden cells is set to 1300, the number of hidden cells in Eq 12 is set to 1024, and the word embedding size is set to 1000.

#### C. Comparison with State-of-the-Art Methods

In the comparison of experimental methods, this paper compares the image description based on reinforcement learning with the traditional image description based on codec framework. The methods of using reinforcement learning are: SGAE [20], CGO [23], Top-Down [1], NBT [12], RFNet [6], GHA [18]. The results of the experiment using the MS-COCO dataset are shown in Table I. MVF achieved state-of-the-art results on multiple evaluation indicators. As shown in Figure 4, if RL-based fine-tuning is used, the experimental results will be further improved. Traditional image description methods ignore the influence of context on the description sequence, and some important visual information will be lost as the time step increases. The MVF model proposed in this paper alleviates this problem through the fusion of visual features at different stages. It can be seen from the results that the MVF model achieved better performance than traditional methods in almost every metric, which clearly shows the effectiveness of the proposed MVF model.

As shown in Table II, it is the MVF online test result. Please note that this model exhibits good performance compared to industrial companies with extensive computing resources. With the fine-tuning of parameters and the improvement of hardware resources, we believe that the MVF model will have a lot of potential improvement. In order to better understand MVF, as shown in Figure 6, this paper visualizes the output prediction of the language policy network. Perceptually fused networks...
### TABLE II
COMPARISON OF MVF ON THE MS-COCO TEST SERVER AND SEVERAL OTHER METHODS
EVALUATION INDICATORS.

<table>
<thead>
<tr>
<th>Methods</th>
<th>BLEU-1</th>
<th>BLEU-2</th>
<th>BLEU-3</th>
<th>BLEU-4</th>
<th>METEOR</th>
<th>ROUGE</th>
<th>CIDEr</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>c5</td>
<td>c40</td>
<td>c5</td>
<td>c40</td>
<td>c5</td>
<td>c40</td>
<td>c5</td>
</tr>
<tr>
<td>PG-CIDEr [9]</td>
<td>75.1</td>
<td>88.6</td>
<td>59.1</td>
<td>84.2</td>
<td>44.5</td>
<td>73.8</td>
<td>33.6</td>
</tr>
<tr>
<td>SCST [15]</td>
<td>78.2</td>
<td>90.7</td>
<td>61.9</td>
<td>86.0</td>
<td>47.0</td>
<td>75.9</td>
<td>34.6</td>
</tr>
<tr>
<td>Google-NIC [19]</td>
<td>71.2</td>
<td>87.6</td>
<td>53.9</td>
<td>80.2</td>
<td>41.2</td>
<td>69.7</td>
<td>30.9</td>
</tr>
<tr>
<td>Adaptive [10]</td>
<td>74.4</td>
<td>92.0</td>
<td>58.4</td>
<td>84.5</td>
<td>43.9</td>
<td>74.6</td>
<td>33.5</td>
</tr>
<tr>
<td>SCA-CNN [3]</td>
<td>71.2</td>
<td>88.9</td>
<td>54.5</td>
<td>81.4</td>
<td>41.0</td>
<td>69.1</td>
<td>31.6</td>
</tr>
<tr>
<td>Top-Down [1]</td>
<td>80.2</td>
<td>93.7</td>
<td>64.2</td>
<td>87.9</td>
<td>49.1</td>
<td>80.2</td>
<td>36.9</td>
</tr>
<tr>
<td>NBT [11]</td>
<td>69.1</td>
<td>94.6</td>
<td>59.2</td>
<td>86.7</td>
<td>48.7</td>
<td>81.3</td>
<td>34.7</td>
</tr>
<tr>
<td>GHA [18]</td>
<td>72.9</td>
<td>93.7</td>
<td>56.0</td>
<td>81.8</td>
<td>41.9</td>
<td>70.8</td>
<td>31.3</td>
</tr>
<tr>
<td>RFNet [6]</td>
<td>78.4</td>
<td>94.0</td>
<td>64.9</td>
<td>88.2</td>
<td>50.1</td>
<td>80.1</td>
<td>38.0</td>
</tr>
<tr>
<td>SCNT [4]</td>
<td>77.6</td>
<td>93.1</td>
<td>61.3</td>
<td>86.1</td>
<td>46.5</td>
<td>76.0</td>
<td>34.8</td>
</tr>
<tr>
<td>CGO [23]</td>
<td>77.8</td>
<td>92.9</td>
<td>61.2</td>
<td>85.5</td>
<td>45.9</td>
<td>74.6</td>
<td>33.4</td>
</tr>
<tr>
<td>SGAE [20]</td>
<td>78.6</td>
<td>93.3</td>
<td>64.5</td>
<td>88.9</td>
<td>50.7</td>
<td>80.4</td>
<td>37.5</td>
</tr>
<tr>
<td><strong>MVF</strong></td>
<td>81.0</td>
<td>95.3</td>
<td>65.0</td>
<td>89.3</td>
<td>51.2</td>
<td>79.6</td>
<td>38.5</td>
</tr>
</tbody>
</table>

Fig. 4. Fine-tuning RL parameters and METEOR evaluation index have been improved to some extent.

In addition to the BCMR indicator, the SPICE evaluation indicator of MVF has also improved to some extent. SPICE subdivides semantic categories and has the greatest correlation with human visual judgment results. In Figure 5, compared with Top-Down and NBT, MVF has improved the classification index of semantic categories. MVF fully considers the relationship between entities and attributes, and performs knowledge reasoning on visual context.

Fig. 5. Comparison diagram of SPICE semantic classification results of MVF.

**D. Ablation study**

The collocation between different neural modules has different variants. In this section, the MVF model is studied in detail through the ablation comparison experiments. MVF/O+Self means using the target detection module and adaptive attention module, MVF/O+Cont means using the target detection module and module with the controller, MVF/O+Att means using the target detection module, attribute module and adaptive attention module, MVF/O+Att+Self means target detection module, attribute module and adaptive attention module, MVF/O+Att+Cont means target detection module, relationship module and module with controller. The experimental results are shown in Table III. Compared with MVF/O+Self and MVF/O+Cont, the MVF/O+Self has a certain degree of improvement, which

![Fig. 4](image-url)
A dog and a teddy bear laying on a bed. Fig. 6. Visually describes the sequence generation process.

indicates that the function words are not the key factors affecting the final description sequence, but the function words in the proper position make the description more natural. MVF/O+Self is significantly improved compared to MVF/O+R+Self, indicating that the rich visual fusion information comes from the last few time steps. The convolutional neural network extracts the primary image features in the shallow layer and the relationship network can effectively use visual context visual information. Compared with MVF/O+A+Self and MVF/O+R+Cont, it shows that the module with the controller can handle the matching between neural modules very well, avoiding the over-fitting phenomenon of the entire network.

<table>
<thead>
<tr>
<th>TABLE III</th>
<th>PERFORMANCE OF ABLATION EXPERIMENTS ON MS-COCO DATASET.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model</td>
<td>BLEU-4</td>
</tr>
<tr>
<td>MVF/O+Self</td>
<td>36.9</td>
</tr>
<tr>
<td>MVF/O+Cont</td>
<td>37.8</td>
</tr>
<tr>
<td>MVF/O+A+Self</td>
<td>37.2</td>
</tr>
<tr>
<td>MVF/O+B+Self</td>
<td>37.6</td>
</tr>
<tr>
<td>MVF/O+B+Cont</td>
<td><strong>38.5</strong></td>
</tr>
</tbody>
</table>

When training a generated sequence using a strategy gradient, the reward function can choose CIDEr, BLEU, METEOR, ROUGE, and SPICE. As shown in Table IV, the horizontal axis represents the evaluation index at the time of training, and the vertical axis represents the evaluation index at the time of evaluation, and optimization of different evaluation indexes may result in different results. Through experimental comparison, it is known that the specific evaluation index is optimized during training, and the index can obtain the best performance when tested. Optimizing the overall performance of BLEU and CIDEr is the best, but the cost of computing is more than CIDEr when using BLEU as a reward, so this article uses CIDEr as an evaluation index.

<table>
<thead>
<tr>
<th>TABLE IV</th>
<th>PERFORMANCE OF ABLATION EXPERIMENTS ON MS-COCO DATASET.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Metric</td>
<td>BLEU-4</td>
</tr>
<tr>
<td>BLEU-4</td>
<td><strong>38.5</strong></td>
</tr>
<tr>
<td>METEOR</td>
<td>26.5</td>
</tr>
<tr>
<td>ROUGE</td>
<td>56.7</td>
</tr>
<tr>
<td>CIDEr</td>
<td>114.5</td>
</tr>
<tr>
<td>SPICE</td>
<td>20.2</td>
</tr>
</tbody>
</table>

V. CONCLUSION

This paper proposes an image description framework based on visual fusion network. MVF makes full use of the advantages of the visual environment for visual reasoning when generating description sequences, so it can process complex visual combinations over time. Based on extensive comparative experiments and ablation experiments, the validity of the MVF model is tested on the MS-COCO dataset. Compared with the deep learning-based image description model, the experimental results of the MVF model are significantly improved. In future work, 1) apply the MVF model to other visual reasoning tasks—visual question answering systems, and 2) migrate the exploration scenarios into scene graph generation and video description.
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