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Abstract—We propose a semi-tensor product attention net-
work model as a visual question answering tool for complex
interaction over image features. Proposed model performs matrix
multiplication of two arbitrary dimensions, which is used to over-
come possible dimensional limitations and improve recognition
flexibility. In used block-wise operation we preserve spatial and
temporal information but reduce the number of parameters by
using low-rank pooling scheme. Applied BERT pre-train model
is tuned to recognize question features. The proposed model is
evaluated on the VQA2.0 dataset. Research results show that our
model has good accuracy and easy reconfiguration for future
research.

Keywords—visual question answer, bidirectional encoder repre-
sentation from transformers, semi-tensor product attention, multi-
modal feature fusion

I. INTRODUCTION

Visual Question Answering (VQA) becomes one of emerg-
ing topics in the field of computational intelligence. It com-
bines methods from computer vision and natural language
processing. Complete VQA system not only requires sophisti-
cated understanding of both image and natural language, but
it also depends on the remarkable diversity of knowledge and
experience. In general information processing in VQA system
starts with extracting discriminative features from image and
formulation of questions, than we have attention mechanism
to catch the content for final stage of intelligent reasoning.

Unfortunately not all tasks can be easily solved by standard
VQA models. With the development of deep learning the new
chances for computer vision opened, pre-trained models like
Visual Geometry Group (VGG) [1] or Resnet [2] based on
ImageNet with more than ten million images are reported
to gain more and more capabilities. Classic VQA relies on
extracting information both from images and questions. In joint
embedding method, image representation is obtained by pre-
trained Convolutional Neural Networks (CNNs), which usually
adopt pre-trained VGG model. Question representations are
obtained by Recurrent Neural Network which is pre-trained on
large text corpora. Then image and question features are ob-
tained. Information extraction from the question is still limited
to utilize the Long Short-Term Memory (LSTM) or Recurrent
Neural Network (RNN) if the data set is not large enough.
Therefore pre-trained models on large-scale datasets are highly
demanded to improve reasoning abilities of VQA solutions.

Additionally operation fusion for image and question features
can boost the reasoning stage. The key is to make all the
matrix operations interpretable in lowest possible dimension
space. Therefore, finding a flexible matrix operation is a key
solution to real-time interaction between image and question
features. One of pre-trained deep bidirectional transformers for
language understanding is Bidirectional Encoder Representa-
tion from Transformers (BERT) proposed by Google [3] which
was trained on 330 million Wikipedia records. Semi-Tensor
Product (STP) was proposed in [4], which is able to generalize
conventional matrix multiplication what leads to dimension
match restriction of conventional matrix multiplication.

A. Related works

Attention mechanisms consider local or global correlation
between images, questions and answers to simulate computa-
tion models of the human vision. In practice, some questions
are closely related to local images, other are related to global
images while some other questions even go beyond what the
image contains. Attention mechanisms search for the most
relevant region to the question and assign different weight
coefficients to features from different regions. Zhu et al.
[5] proposed spatial attention to the standard LSTM model.
Chen et al. [6] introduced the Question-Guided Attention Map
(QAM). Yang et al. [7] proposed stacked attention networks.
Lu et al. [8] and Wang et al. [10] presented hierarchical co-
attention model.

Due to the limitations of VQA, not only the content under-
standing of images is involved, but also prior non-visual infor-
mation can be required. Therefore, it is imperative to introduce
knowledge-based visual question answering approaches. Wu et
al. [9] proposed Ask Me Anything (AMA). It combines image
features with the external knowledge, constructs a textual rep-
resentation of an image and then merge this representation with
the textual knowledge. Finally, they fed merged information
to LSTM to produce an answer. However, the AMA only
extracts discrete pieces of the text and ignores the structured
representation. Furthermore, it cannot provide explanation for
how it reaches to the answer. Wang et al. [6] proposed model
which performs reasoning about the content of images and
provides explanations of the reasoning behind the answers.
Then it processes NLP question query and runs the query
over the combined image and information. Andeas et al. [11]
employed compositional models and proposed Neural Module
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Networks (NMN). Kumar et al. [12] designed Dynamic Mem-
ory Networks (DMN) devoted to logical reasoning. However,
studies showed that the DMN scheme had inherent limitations
such as the bottleneck during parsing of the question.

Pre-training is to design a network structure to do the
recognition task by using a large number of endless natural
language texts to train the network. The starting point of the
training is to apply the neural network to build a language
model and realize the word prediction task, where the by-
product of the model after the optimization process is the word
vector. Pre-training tasks extract a large amount of linguistic
knowledge and encode them into the network structure. When
the data of the task with annotated information is limited,
these initial linguistic features provide extensive common
sense. Bengio et al. [13] proposed the first Neural Networks
Language Model (NNLM), which employs a neural network
to calculate probability and optimize the model according to
the objective function from the language model. Mikolov et
al. [14] presented Continuous Bag-of-Words (CBOW) model
and Skip-Gram Model, which are typical word-embedding
schemes. However, they cannot distinguish different semantics
of polysemy. It means that embedding matrix does not change
with the variation of the context scene. In order to overcome
the issues Embedding from Language Models (ELMO) were
proposed. Initially they learn an embedding of the word with
a language model but the polysemy is not distinguished at
this stage. Then it utilizes a fine-tuning in accordance with
the context to adapt semantic alteration so that the polysemy
can be distinguished. However,there is still a pronounced
defect, which takes RNN to extract the feature. Recently, the
transformer has been widely used as powerful feature extractor.
Generative Pre-Training (GPT) was proposed [15]. Similar to
ELMO, the GPT takes the pre-training and fine-tuning policy,
while their differences originate from replacing RNN with a
transformer. The transformer is a superimposed "self-attention"
deep network, which is the most reliable feature extractor in
the NLP field.

Computer Vision (CV) research has successfully resulted
in powerful pre-trained models, including VGG16, VGG19,
RESNET101 and other. Although the obtained answers are
impressive, the capability of these systems is still far from
satisfactory. Most of CNN have given the same attention to
each pixel of entire input image. However in human brain
vision system, the visual attention mechanism gives different
attention to different regions of the input image. The brain is
modular and different functions correspond to different brain
regions. In other words, when a specific task is carried out,
only the corresponding part of brain is activated. Inspired by
the environmental perception system of the biological vision,
researchers have explored multiple ways of information fusion.
Jin-Hwa et al. [16] proposed a bilinear attention to utilize
given vision-language information seamlessly. Lu et al. [8]
introduced a hierarchical question-image co-attention which
jointly reason about the visual and question attentions. Peng
Wang et al. [10] extended this pattern and improved the
performance of the VQA. Caglar Gulcehre et al. [17] provided
a hyperbolic attention network with capacity to match various
data structure.

In recent time some similar systems have been presented.
In [30] was discussed model of cross-modal version. While

some other solutions are sourced in BERT derivatives, like:
[31] as some baseline, [33] as task-agnostic model and [32] as
generic version.

In this work we propose a novel semi-tensor product, which
combines the aforementioned tools for faster solving existing
VQA problems. Novel use of combined LSTM and RNN
to extract features from text sequences. We use the BERT
pre-trained model on the Wikipedia corpus which acquires
question features. Proposed novel combination has capability
of better reasoning and multilayer feature output. Proposed
semi-tensor attention conducts product between two features
with any dimension. Our method, in contrast to previous VQA
feature fusion methods, is more flexible and powerful fusion.
BERT generates different scale question features at each level,
which are utilized with different levels of image features as
semi-tensor product, regardless of the dimensional differences.
Semi-Tensor Product Attention (STPA) network adopts the
low-rank bilinear pooling and semi-tensor product. Our low-
rank bilinear pooling remarkably reduce the number of pa-
rameters. Moreover, the multi-layer and multi-scale attention
model makes information fusion possible at any level. This
promotes improved performance of VQA system.

II. BILINEAR SEMI-TENSOR PRODUCT ATTENTION MODEL
ARCHITECTURE

Most visual question answering models are constructed in
image feature extractor and question feature extractor. The
image feature extractor is CNN which maps an image to a
multi-layer feature vector. The question feature extractor is
LSTM or GRU, which converts text into vector. Fusion of
these vectors is done at the end due to constraint of matrix
operations.

In this work, a more generalized model is proposed. Fig.1
shows the architecture of the proposed model. It contains three
components: image feature extractor, question feature extractor
and bilinear semi-tensor product attention mechanism. The
image feature extractor is CNN model, which is shown in
the blue dotted box. The question feature extractor is the
transformer model, which is shown in the yellow dotted
box. Proposed bilinear semi-tensor product attention module
is located between both of them (presented in green square
brackets). Detailed schematic block diagram of the multi-head
attention module and bilinear attention network module is
given in the last row of Fig. 1. The model gets features of
image and question at the same time, then it conducts bilinear
semi-tensor product to fuse the information in. In this figure,
only one transformer decoder layer is presented however in
practice we use N identical decoder layers.

Proposed bilinear semi-tensor product attention overcomes
the dimension constraint. Furthermore, in comparison to con-
ventional VQA methods, the proposed method can conduct
fusion operation at any layer. Considering the different layer
features of image and question, the semi-tensor product can
be performed at a homologous layer concurrently. Then, the
combination is obtained from image and question and the
bilinear semi-tensor product attention is utilized to achieve
that.



Fig. 1: Architecture of the proposed question answering model, in which image and question features extraction results are
combined in one to improve bilinear semi-tensor product (presented in last row) for faster data processing.

A. Semi-Tensor Product

Consider two matrices X ∈ ℝm×n and Y ∈ ℝp×q . For
X ⋅ Y basic condition is that n = p what is an insurmountable
obstacle for many applications. Chen et al. [4] proposed a
semi-tensor product, which can conduct matrix multiply in any
dimension. Let  ∈ ℝm×n and  ∈ ℝp×q then semi-tensor
product can be defined as:

⋉  ∶=
(

A⊗ It∕n
) (

B ⊗ It∕p
)

(1)

where ⊗, I and t denote the Kronecker product, identity matrix
and the least common multiple of n and p, respectively. For
these operations we can assume

1) when n = p, ⋉  is equivalent to  ⋅ 
2) when n = tp or p = tn we have multiple relations

 ≻t  and  ≺t  respectively
3) other cases are arbitrary dimension semi-tensor prod-

uct.

In our model all the operations are case 2). Let A ∈ ℝ1×np

be a row vector, and A ∈ ℝp×1 be a column vector. Then A
can be split into p equal-size blocks A1, A2 .... Ap which are
1 ∗ n rows. Left Semi-Tensor Product (LSTP) denoted by ⋉

is
{

⋉  =
∑p
i=1 A

iBi ∈ ℝn

T ⋉ T =
∑p
i=1 Bi

(

Ai
)T ∈ ℝn (2)

Let us consider more general case A ∈ ℝm×n and B ∈ ℝp×q ,
then STP can be rewritten as

⎛

⎜

⎜

⎝

Row1(A)Col1(B) ... Row1(A)Colq(B)
... ... ...

Rowm(A)Col1(B) ... Rowm(A)Colq(B)

⎞

⎟

⎟

⎠

(3)

SupposeA ≻t B or A ≺t B, when r ≤ m, s ≤ n and r ≤ p, t ≤ q
we can divide  and  into blocks as

A =
⎡

⎢

⎢

⎣

A11 ... A1s

...
Ar1 ... Ars

⎤

⎥

⎥

⎦

;B =
⎡

⎢

⎢

⎣

B11 ... B1t

...
Br1 ... Brt

⎤

⎥

⎥

⎦

(4)

If Aik ≻t Bkj ,∀i, j, k, then

⋉  =
⎛

⎜

⎜

⎝

C11 ... C1t

... ... ...
Cr1 ... Crt

⎞

⎟

⎟

⎠

(5)

where

C ij =
s
∑

k=1
Akj ⋉ Bkj (6)



Fig. 2: Semi-Tensor Product in a multi-modal fusion way used in our model.

Let A ∈ ℝm×n and B ∈ ℝp×q and m∕n = p∕q = �, the Left
Semi-Tensor Addition (STA) [18] of A and B denoted by ⫦ is

A ⫦ B ∶=
(

A⊗ It∕m
)

+
(

B ⊗ It∕p
)

(7)

where ⊗, I and t denote the Kronecker product, identity matrix
and the least common multiple of n and p, respectively. This
rule extends the classical matrix addition to a class of two
matrices with different dimensions.

As a generalization of the conventional matrix product,
STP is applicable to two matrices of arbitrary dimensions.
This generalization keeps all fundamental properties of the
conventional matrix product. Moreover, it is a block-wised
operation without dimension constraint to be implemented in
multi-modal data fusion.

Fig. 2 shows a classical multi-modal information fusion
by STP operation. A is an image local region or feature
of the image, B is a vector of text or feature of the text,
their dimensions are usually variable. The process of STP
is divided into two stages. Initially, the Kronecker product
operation is conducted. B in Fig. 2 shows that, the Kronecker
product extracts the local region information from B and keeps
the topology relation, while a signal modulation B ⊗ I4∕2
shows that the Kronecker product extracts the local region
information from B and keeps the topology relation. Signal
modulation I4∕2 serves as the carrier signal and B is the
modulation signal. Furthermore from Fig. 2 we see that the
Kronecker product extends the matrix into a certain form which
overcomes the matrix multiplication constraint. The second
stage is an ordinary matrix multiplication. Moreover, eq. (5)
indicates that STP is a block-wised operation. For example,
in application of visual question answering or image caption,
some blocks represent local feature of the image, and some
blocks represent semantic information from the text.

B. Feature padding

In eq. (1), the condition of STP is that n is a factor of
p, it can be expressed as nk = p or n = pk. Unfortunately,
it can not meet the requirement every time. In our research,

feature padding model is exploited to tackle this problem. Just
like padding in CNN, when padding is needed, zero paddings
are adopted, and padding numbers can be calculated by the
following equation

P = p − p%n (8)

where % denotes modulo operation.

C. Low-rank bilinear model

At each level, the scale difference between image features
dimension and question features is very large. In most cases,
the image features scale is larger than the question features.
According to STP theory, this model works well. However,
the efficiency has to be improved. Here, we introduce a low-
rank bilinear model to split one high dimension matrix into
two or more low dimension matrices.

Let Wi be weight matrix. It can be substituted with the
multiplication of two smaller matrices UiV T

i by matrix factor-
ization proposed in [19], where Ui ∈ RN×d and Vi ∈ RM×d .
The rank of wi is at most d ≤ min(N,M) for the scalar
output

fi = XTWiY ≈ XTUiV
T
i Y = 1T

(

UT
i X ⋉ V T

i Y
)

(9)

where 1T denotes the unitary matrix and ⋉ is the STP. X
and Y denote input feature vectors, respectively. In order to
reduce the number of parameters significantly, we introduced
low-rank bilinear pooling

f = P T
(

UT
i X ⋉ V T

i Y
)

(10)

D. Bilinear attention network of Semi-Tensor Product

The attention mechanism provides an efficient way to
explore the distribution of multiple inputs. We introduce it in
accordance with the low-rank bilinear pooling and definition
of the Semi-Tensor Product Attention defined as

� ∶= sof t max
(

P T
(

UT
i X ⋉ V T

i Y
))

(11)



where � ∈ ℝG⋉�, � = |

|

|

{

yj
}

|

|

|

, P ∈ ℝd×G, U ∈ ℝN×d ,
� =

{

Xi
}

, 1 ∈ ℝ�, V ∈ ℝM×d and Y ∈ ℝM×�. X and Y are
features from images and questions, respectively. Furthermore,
� is a selective combination of input X and Y using the
low-rank bilinear pooling for a downstream application. If
UT
i X and V T

i Y do not satisfy matching condition of multiple
dimension, we take padding solution according to eq. (8).

In the next step, Bilinear Semi-Tensor Product Attention
(BSTPA) is introduced

f ′
k =

(

XTU
)T
k A

(

Y TV ′)
k (12)

where U′ ∈ ℝN×K , V′ ∈ ℝM×K ,
(

XTU ′)
k ∈ ℝ�,

(

Y TV ′)
k ∈

ℝ�, A ∈ ℝ�×�. BSTPA reduces the two channels simultane-
ously. Moreover, f ′

k denotes the k− tℎ element of intermediate
representation, and k is the index of the column.

We can rewrite eq. (7) as an explicit form of computation

f ′
k =

∑�
i=1

∑�
j=1 Aij

(

XT
i U

′
k
) (

V T
k Yj

)

=
∑�
i=1

∑�
j=1 AijX

T
i
(

U ′
kV

′
k
)

Yj
(13)

where XT
i and Yj are the i − tℎ channels of input X and

j − tℎ channel of input Y , respectively. U ′
k and V ′

k denote the
k − tℎ column of U ′ and V ′ matrices, respectively. Moreover
Aij denotes an element in i − tℎ and j − tℎ column of A.
According to eq. (6) by using STP and bilinear transformation
the attention map A can be defined

A ∶= sof t max
(((

1 ⋅ P T
)

×XTU
)

V T Y
)

) (14)

Then, each logit Aij of the softmax is the output of low-rank
bilinear pooling

Aij ∶= P T
((

UTXi
)

×
(

V T Yj
))

(15)

For brevity, we define Semi-Tensor Product Attention net-
work as a multi-modal function with different dimensions
parameterized by the bilinear map

f = STPA(X, Y ;A) (16)

Compare to other attention mechanism using point-wise oper-
ation, Semi-Tensor Product Attention is a block vs. block form
operation. It keeps temporal and spatial information of image
and question, and the attention has clear practical significance.

E. Stacked learning of attention

According to Semi-Tensor Addition definition and inspired
by Multi-modal Residual Networks (MRN) [20], a novel
stacked learning attention is proposed in the present study
to integrate the attention form different levels in Fig. 1. The
i + 1 − tℎ output is

fi+1 = STPA(X, Y ;A) + fi (17)

where f0 is the first layer output of the STPA and fi is
current layer attention. It accumulates all the attention form
first layer to last layer, therefore we called that stacked learning
of attention.

III. RESEARCH RESULTS AND DISCUSSION

In the research we have used VQA 2.0 data and Visual
Genome QA data to evaluate our proposed model.

In the first part of our experiments, to extract features from
images we have used VGG tool for images from ImageNet
organized in accordance with WordNet hierarchy. We have
chosen this way since concepts in WordNet have many words
of description and ImageNet illustrations are of high quality.
This composition of extraction tools is widely used in various
tasks of computer vision. Applied BERT model was utilized
in the research to extract question vector, and a total of 3.3
billion words were used in BERT training. Of these, 2.5 billion
words came from Wikipedia, while the remaining 800 million
words came from Books Corpus. Then, the proposed STPA
visual question answering model was evaluated on VQA 2.0.
Research results show that proposed model has significant
superiorities, including more balancing and reduced language
biases over VQA 1.0. Moreover, the size of VQA 2.0 is
almost twice of that for VQA 1.0. Furthermore proposed
STPA approach gives fine-grained visual understanding and
a multilevel semantic understanding.

In the second part of our experiments, the sizes of question
embedding and image features for our model are set to 2048
and 1024, respectively. Furthermore, the size of the joint
representation is the same as the rank in the low-rank bilinear
pooling. Additional model parameters used in training are as
suggested in literature, dropout is 0.2 [22], weight normaliza-
tion as [21] and Adamax optimizer as [23]. The learning rate
changes from 16 to 22, and the batch size is 512. We have used
Visual Genome QA data set to verify our model. In general
it contains 1445322 questions on 108077 images. Since the
official split of this dataset is not released, we have applied
our split constructed randomly for this study. In our split we
have 443757 training questions, 214354 validation questions
and 447793 testing questions/answers. The following accuracy
metric was considered to evaluate results

ACC = min{
humans that provided answer

3
, 1} (18)

In Fig. 3 we can the training process statistics in measures
of loss and score functions in relation to iterations. We can
see that our model absorbs training well and with each new
iteration score measure is growing, while loss function has sig-
nificant changes in first iterations wile further the adjustment
is smooth.

In Tab. II we present comparisons to four reference
methods. Unitary attention is a method in which question
embedding vector is used to calculate attention weights for
multiple image features. For research we have selected meth-
ods which are similar in the way of features selection and
information processing. All selected approaches have neural
mechanism of vector comparison and various propositions
of self-attention mechanism utilized to combine hierarchical
question embedding into the single embedding vector. Results
from Tab. II show that proposed BSTPA is significantly better
than other attention methods. Other examined approaches have
very similar results. Additional advantage of proposed method
is that BSTPA is capable of more information processing.

Tab. III shows comparisons of the results to a simple
unitary model used as a reference for direct performance



TABLE I: ablation study on the Visual Genome QA dataset.Accuracy for different question type are shown.

Model Accuracy WUPS

What Where When Who Why How Overall 0.9 0.1
VGG+LSTM [29] 35.12 16.33 52.71 30.03 11.55 42.69 32.46 38.30 58.39

HieCoAtten+VGG [8] 36.88 16.85 52.74 32.30 11.65 44.00 33.88 39. 0.6568
VQA-machine [10] 44.91 18.87 52.33 38.87 12.88 46.08 39.30 44.96 61.21

BAN [16] 58.42 48.28 81.77 57.49 47.90 61.19 58.37 68.26 85.73
BSTPA (ours) 59.21 48.40 81.94 57.82 49.32 61.15 59.07 68.63 86.28

Fig. 3: Training measures visible in loss and score functions
calculated for each of iterations.

TABLE II: Validation scores on VQA 2.0 datasets for different
attention and integration mechanisms.

Model nParameter VQA score
Unitary attention [24] 31.9M 64.59±0.04
Co-attention [25] 32.5M 64.79±0.06
Bilinear-attention 32.2M 65.36±0.14

BAN-4 [16] 44.8M 65.81±0.09
BSPTA (ours) 91.3M 79.90±0.06

evaluation. Proposed BSTPA model again has superiority over
other attention networks. We can see that overall accuracy
of this model is 71.02, which outperforms the best of other
models. BSPTA network appliance elevates the overall per-
formance steadily. Regarding yes/no and other issues, the
accuracy variation tendency is similar to the overall accuracy.
For the number issue, the counter model is superior to other
models. The reason why the proposed BSTPA surpasses other
methods is that introduced BERT learns in more common
sense, while the standard block-wise operation of the semi-
tensor product can realize information fusion from multiple
levels. BERT is a method for pre-training language repre-
sentations. In this method, it is intended to train a general-
purpose "language understanding" model on a large text corpus
such as Wikipedia and then use that model for question
answering of a special task. We have applied BERT since it
outperforms other methods because it is the first unsupervised,
deeply bidirectional system for pre-training NLP. Moreover,
pre-trained representations are classified into context-free or
contextual presentations, while contextual representations are

TABLE III: Comparison of test-dev and other test-standard
scores on VQA 2.0 dataset.

Model Overall Yes/no Number Other Test-std
Bottom-Up [26], [27] 65.32 81.82 44.21 56.05 65.67

Counter [28] 68.09 83.14 51.62 58.97 68.41
MFH+Bottom-Up [25] 68.76 84.17 49.56 59.89 –

BAN [16] 69.52 85.31 50.93 60.26 –
BSTPA (ours) 71.02 85.80 54.22 60.97 69.86

classified into unidirectional or bidirectional representations.
BERT is unsupervised system, what means that only a plain
text corpus is utilized to train BERT. It is significant since
an enormous amount of plain text data is publicly available
on the web in arbitrary languages. Our pre-trained domain is
conducted on the VQA dataset. All of questions and answers
are initially organized in the dataset to match the required input
format of BERT. Then the domain pre-training is performed
on the original BERT. Finally, the parameters of the BERT’s
penultimate layer are extracted as the word embedding of the
question.

Tab. I presents the accuracy of different types of ques-
tions using Visual Genome question answering model. We
have selected four representative models to be compared
to the proposed BSTPA approach. The first baseline is the
VGG+LSTM discussed by [29], which simultaneously takes
two layers of the LSTM and VGG schemes to process ques-
tion and image, respectively. The second approach is the
HieCoAtt+VGG scheme proposed by [8], which jointly gives
reasoning about image and question. The third reference model
is VQA-machine introduced by [10], where external off-the-
shelf algorithms were in-composed for devoted tasks. The
percentage for each type of question is calculated. We can
see that for each question type proposed BSTPA gives best
results, even if for questions "where", "when", and "how"
the results are only slightly better or almost equal to BAN
model. Moreover, WUPS at 0.9 and 0.1 for different models
are calculated. In both categories proposed approach is the best
however the results are only slightly better from other tested
approaches.

IV. CONCLUSIONS AND FUTURE WORKS

In this work, a new attention mechanism called BSTPA
was discussed. In our approach we have replaced semi-tensor
product attention module with bilinear attention module with
the same parameters. The obtained results indicate that the pro-
posed method has stronger selectivity and efficient integration
capability, and that overall performance was improved.

One of advances was introduction of BERT scheme to
improve VQA performance. As a pre-trained model using
large-scale corpus, BERT plays an important role in advanced



processing. Results show that introduction of BERT improves
computer vision capabilities in the same way as VGG. BERT
scheme provides features, which are beneficial for various
applications with pre-trained domains of particular solution
spaces. Moreover, we see that semi-tensor product has a
widespread application in the field of information fusion.
Proposed BSTPA approach gives more generalized form of
the product. It provides a block-wise mechanism and substi-
tutes point-wised operations. Combination of VGG and BERT
produce multilayer feature, so that a residual network can be
conducted by the semi-tensor product. Therefore as a result we
receive a hierarchy and multi-scale attention network.

The future works will be oriented on additional acceleration
of feature extraction by the use of another CNN architectures
for images and improved language models for sentences.
Another important aspect will be more efficient parallelization
of processes in our model.
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